Brenda J. Moscove
California State University, Bakersfield

|. BACKGROUND AND PURPOSE
[I. INFORMATION SYSTEMS FOR THE SALESPERSONS
[1. INFORMATION TO HELP THE SALES FORCE

GLOSSARY

personal selling The face-to-face communication be-
tween buyer and seller necessary to persuade the
prospective buyer to purchase goods and/or services
that satisfy the buyer’s needs. The modern concept
of personal selling is broader including group sales,
presentations, telemarketing, and e-commerce.

relationship selling The continuation of selling activ-
ities after the sale in order to build good customer
relationships.

sales management The planning, implementing, con-
trolling, and evaluation of the sales activities. In-
cluded in these activities are sales force recruiting,
training, incentives, retention, and evaluation.

selling The communication, often persuasive, be-
tween the seller and buyer necessary to effect a
transaction where the buyer purchases goods and
services to satisfy his/her individual needs/wants
or an organization’s needs and wants.

|. BACKGROUND AND PURPOSE

The article on information systems for selling focuses on
two areas: personal sales and sales management. The
traditional definition of personal selling is the face-to-
face communication between buyer and seller necessary
to persuade the prospective buyer to purchase goods
and/or services that satisfy the buyer’s needs. However,
changes in communication techniques and technology
indicate the need to broaden the concept of personal
sales to include group sales presentations, telemarketing
sales, and e-commerce sales. Progressive companies are
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building relationships with their customers. This means
that the selling activities continue after the sale is made
and information systems may include tracking the fol-
low-up activities of salespersons. The main emphasis of
the first half of the article is on face-to-face communi-
cations for personal selling, although many of the con-
cepts can be adapted to group selling, telemarketing, e-
commerce, and other sales situations.

Sales management is the planning, implementing,
controlling, and evaluation of the sales activities. In-
cluded in sales management are activities such as sales
force recruiting, training, incentives, retention, and
evaluation. Also, territory and time management are es-
sential topics. Sales forecasting and actual sales perfor-
mance are also parts of the sales management process.
The second half of the article discusses information sys-
tems focusing on selected sales management functions.

This article is intended to help readers think
through the information process for sales rather than
to be an all-inclusive listing of topics. It approaches
the topic of information systems in sales from the per-
spective of what processes and decisions points should
be considered when establishing such systems. It is in-
tended to stimulate further discussion and thinking
on the reader’s part about how her system should be
designed to be most helpful to the salespersons and
sales managers for her organization.

Il. INFORMATION SYSTEMS
FOR THE SALESPERSONS

Salespersons use a sales information system to make
their jobs easier and to make them more effective



salespersons. Systems developed for individual orga-
nizations may differ in content. Before considering
helpful information about customers, the sales call,
and follow-up, the salesperson should consider what
type of background information he needs in order to
become a more effective salesperson. For example,
the salesperson needs to study the industry and mar-
ket conditions prevailing in the industry. He must be
knowledgeable about the company. Information about
the product/service offerings must be studied such as
the product/service mix including features, advan-
tages, and buyer benefits for each product and ser-
vice. The salesperson also should note any prod-
uct/service support offered by the company: point of
purchase displays, calendar for special promotions/
events, co-op advertising offers, inventory tracking,
and automated customer reorder processes, for in-
stance. Production and distribution information is es-
sential: production capacity and limitations for the
various product offerings, distribution systems and
conditions affecting delivery, and special problems or
opportunities presented by other departments in the
company. The competition and their products/ser-
vices and strengths and weaknesses must be analyzed
in a similar manner. Some of the information may be
available in the company’s overall information system.
Any other information needed specifically for selling
should be built into the sales information system. The
salesperson and sales manager should work together
to outline and set the parameters for establishing an
information system helpful to the sales force.

lll. INFORMATION TO HELP THE SALES FORCE

There are several steps in personal selling and pre-
sentation where a formal information system can
greatly enhance the salesperson’s effectiveness. A ma-
jor part of the sales information system is designed to
facilitate the actual sales activities for the salesperson
such as locating leads, giving the sales presentation,
and building good customer relations.

A. Prospecting, Leads,
and Customer Profiles

For outside salespersons, prospecting is an important
activity. Also, prospecting can help salespersons in re-
tail and other situations dealing with the final con-
sumer. Prospecting involves looking for new customers
and qualifying them. The result would be to eliminate
the prospect from the potential pool of future cus-

tomers or to qualify them as a lead. The salesperson
gathers information about potential individuals and
organizations that might be potential buyers. Prospect-
ing information includes the name of the individual,
organization, title, address, phone, and any other data
needed for making a contact. For business and orga-
nizational potential customers, in contrast to con-
sumers, the industry, size of the organization, revenue
per year, number of employees, etc., aids in prioritiz-
ing the contacts. Other information, like the reputa-
tion of the organization, special needs of the organi-
zation related to the seller’s products/services, and
other interesting data should be placed in the system
to form a quick profile of the prospect. For individu-
als, demographic information related to the sale of
the company’s products and services and other per-
sonal facts that can be quickly gathered are entered
into the system.

Information about prospects, whether they are or-
ganizational buyers or individual consumers, can be
gathered from published information sources, such as
directories, databases, and trade publications, from
people likely to know the individuals or companies
under consideration, and/or from participation in
trade shows. Often, present customers are good
sources of information about prospects. The prospect
should be contacted to establish interest and to gain
an appointment. The date, time, and persons involved
in the contact, including referrals where the salesper-
son has permission to disclose the source of the re-
ferral, should be recorded in the system. The result of
the contact should also be recorded. Even if the per-
son or company contacted is not interested, the in-
formation can be stored for future follow-up if the
salesperson thinks the contact may be developed fur-
ther some time in the future. Also, a brief record of
contacts made and prospects eliminated from the
pool should be kept to prevent wasting future time
and duplicating efforts. Other information gathered
during the prospecting stage for individuals and or-
ganizations that are eliminated from the prospect list
may be deleted from the system.

A positive contact is called a lead. Thus, the pur-
pose of prospecting is to produce a list of qualified
leads (potential customers) for the salesperson. A po-
tential customer is defined as a person or organiza-
tion with the ability to make the buying decision, will-
ingness to buy, and money to buy the product/service.
For qualified leads, the salesperson now has the pre-
liminary information in the system that was used for
prospecting. She adds to the information provided as
the time approaches for the initial appointment or
contact. Personal information about the lead may be



expanded: likes/dislikes, honors/awards, personality
type (if known), and anything that may be helpful in
establishing a relationship with the potential cus-
tomer. A profile describing the lead is developed. If
the lead turns into a customer, the profile can be ex-
panded each time the customer is contacted. The pro-
file becomes a tickler file to jog the salesperson’s mem-
ory about the personal and organizational
characteristics surrounding the sale. For example, the
profile could indicate that the purchasing agent of
company X likes to talk about football before talking
business or that buyer Y does not like to chat and
wants only to talk about the items being sold.

B. Planning and Delivering
the Sales Presentation

Next, the saleperson must plan the sales call or, in the
case of retail selling, the presentation. Usually, this ac-
tivity is called the preapproach. The preapproach in-
volves opening the sales presentation, the objectives
for the presentation, and planning the sales presen-
tation so that the potential customer’s time is not
wasted. The preapproach and subsequent activities
discussed also apply to existing customers. If the per-
son or company has not been contacted, make an ap-
pointment with the lead and record the details. De-
cide on the purpose(s) of the meeting. For example,
it could be to introduce the salesperson and the com-
pany, products/services, learn more about the
prospective customer and his needs and wants, and
obtain a follow-up appointment. These may be legiti-
mate purposes for the first sales contact with an or-
ganizational customer where it may take several calls
to close the sale. The salesperson may wish to learn
more about the buying process. What type of vendor
analysis does an organization use in determining sup-
pliers? Does the organization use a buying committee
or a purchasing agent for specialized products/ser-
vices? Or, the purpose could be to show a retail cus-
tomer merchandise that has just arrived in an attempt
to increase sales.

A list of topics to be covered in the meeting should
be developed. The sales information system can in-
clude a generic listing of topics for companies in var-
ious industries and/or specific situations that would
save the salesperson’s preparation time. It can pro-
vide special forms with topical areas or questions to
be completed as the salesperson plans individual pre-
sentations. If the meeting requires a formal sales pre-
sentation, the salesperson should plan the type of pre-
sentation to be included.

Formal sales presentations, generally, are catego-
rized as prepared, formula, need satisfaction, and
problem solving. The prepared presentation is mem-
orized. Generally, a script is provided for the sales-
people. Basically, the salesperson proceeds through
the script with little deviation. Different scripts are
used for individual products and services. The various
scripts can be entered into the information system
and accessed by each salesperson.

Formula and need satisfaction presentations call
for questioning and listening on the salesperson’s part
to determine the needs and wants of the potential or
actual customer. When the salesperson has discovered
the needs and wants the prospective buyer has, he
converts these to customer benefits and tailors the
presentation around the information most likely to
result in the sale. A generic list of topics and ques-
tions to be covered in order to discover the customer’s
wants/needs can become part of the information sys-
tem. As the salesperson gathers additional facts and
data from the potential buyer, he enters the informa-
tion into the system to be used in subsequent sales
contacts. For example, the salesperson may want to
note which organizational buyers are driven by price,
which are interested in buying into products and ser-
vices using new technology, and which expect two-day
delivery, etc. The information is converted into buyer
benefits for specific individuals or organizations. A so-
phisticated system would include the ability to ma-
nipulate textual material to provide instant benefits
for various comments that are likely to occur for spe-
cific products/services.

The problem-solving presentation involves multi-
ple visits as a rule. The first meetings discuss problems
that may occur in the buyer’s organization. The sales-
person spends time learning about the problems.
Then, she prepares a plan to solve the problems. Sub-
sequent visits are scheduled to present a proposal for
solving the problems. This proposal includes a price
for performing the job. Again, a generic listing of top-
ics and questions to be included in the discovery
process can be entered into the system. As the infor-
mation evolves, it is added to the system. Finally, the
proposal is developed. An experienced company or
salesperson can develop a generic outline of possible
points to include in a proposal to be used in similar
situations, such as selling a specific product to com-
panies in the same industry. Line items for preparing
the bid can be included with the specific dollar
amounts to be completed for each company’s set of
problems.

A section should be provided for recording buyer’s
questions and objections should be provided regardless



of the presentation type. These are used for follow-up
in subsequent meetings. The buyer’s questions and
objections must be answered in order to obtain the
sale. This is where a textual system that can be ma-
nipulated easily by the salesperson comes in handy.
Similar objections and comments may have been pre-
viously encountered; the same information may be
used to counter them in the present situation, thus,
saving the salesperson’s time. These scenarios may be
preserved in the information system.

Also, in the planning and follow-up stages, the in-
formation system is useful for preparing sales aids
that can be shared with the buyer during the presen-
tation. For example, the seller can develop a booklet
of anticipated benefits that will appeal to the buyer
and then use the booklet with the buyer during the
presentation.

C. The Sales Record

The salesperson also must record the details of any
sales made to various customers and follow through
with placing the order. Information such as date of
the order, quantity, item, price, delivery date, and spe-
cial terms or conditions is included in the sales record.
The sales record becomes a history of transactions
with each customer. This record is used for tracking
sales and providing information to each customer and
the salesperson about the order status. It is helpful if
the sales record contains various checkpoints that
need follow-up actions by the salesperson. For in-
stance, the date on which the goods should leave the
warehouse should be noted; the salesperson should
use that date for checking on the shipment of goods.

Aftersales records include a schedule for making
any follow-up calls to service the account and an action
summary. The after-sales records are essential for rela-
tionship selling, which leads to customer retention.
The system should be designed for manipulation of
the data. The salesperson should be able to sort the
data by date to obtain a daily, weekly, or monthly sched-
ule of activities, by account, by product/services,
prospect or customer location, and/or any other means
that will increase the salesperson’s effectiveness.

D. Time and Territory Management

The sales information system often is used to help the
salesperson use his time more efficiently. These
records can prioritize the sales activities by sorting
prospects and accounts into priority levels. The leads

and accounts with the greatest sales potential warrant
more frequent contacts by the sales force. Thus, they
may be classified as A accounts requiring weekly or
monthly contact or as C accounts requiring contact
every 6 months. Keeping track of the different cate-
gories of accounts and calling accordingly instead of
trying to equalize the number of calls to each account
produces better sales results.

The system helps in planning the most efficient
travel routes for making daily or weekly sales calls, es-
pecially if it includes geographic information systems
(GIS) software. In addition to travel distance and
time, the salesperson must factor in the actual length
of time needed to give a presentation or follow up
with the customer or prospective buyer. Thus, time
should be allocated to selling, nonselling, and travel
activities. These information needs should be built
into the sales information system.

E. Producing Sales Reports
Requested hy Management

Other facets of the salesperson’s job involve complet-
ing reports required by sales managers. Several of these
reports are discussed in detail under the Selected Sales
Management Information section. However, they are
highlighted to emphasize to the reader that the system
design needs to provide an easy way for the salesper-
son to provide information to sales management.

1. Travel and Expense Records

Travel and expenses must be reported in the format
required by management. These reports include a
schedule of travel for a given period so that manage-
ment can track the salesperson’s activities. The
amount of details required in these reports varies by
company and management. Company A may require
a weekly schedule showing where the salesperson will
be staying while Company B requires a detailed sched-
ule including daily appointments. Expenses reim-
bursed by organizations vary. The most common ones
are travel and lodging, phone (including car phones),
clerical, samples and promotional materials, enter-
tainment, home PC and laptop, other equipment and
supplies (fax, copy, postage, etc.), and auto expenses
such as mileage allowances and maintenance.

2. Sales Forecasts

Management may require sales forecasting informa-
tion from the sales force. The system should accom-



modate this information and subsequent manipula-
tion. Sales forecasting concepts are discussed under
sales management topics.

3. Sales Activity and Performance Reports

Sales reports and other measures of performance are
another management requirement. Total sales, sales
by customers, sales by product/service, average size of
sales, number of sales made, actual sales versus quota,
and number of calls made are examples of these re-
ports. Also, the salesperson may be asked to report
the number of new customers, total revenue gener-
ated by new customers, and/or total revenue gener-
ated by new customers, for example. The time inter-
val for these reports varies by company. A good
information system makes it possible for the sales
force to produce many of these reports without reen-
tering the data. This feature saves the salesperson’s
time.

4. Software Packages and
Applications for the Sales Force

GoldMine Software Corporation focuses information
entered into the sales information system around a
contact. The company’s contact records are the basis
for generating many of the above reports. The soft-
ware covers topics like creating records and establish-
ing contacts, scheduling and viewing contact-based
activities, reviewing the sales calendar, and complet-
ing the contact activity. GoldMine can be used to re-
place the Rolodex, manage the salesperson’s calen-
dar, and report results and transactions by contact.
Thus, information is consolidated into one source.

Salespersons and managers also mention ACT and
CALLPLAN software. Inputs include, but are not lim-
ited to, basic facts like sales visits usually performed in
a given sales period, sales levels, sales margins, and es-
timated sales response to different levels of sales ef-
forts. The salesperson generates response functions
for each account. Different scenarios can be created
based on variations in the sales efforts.

IV. SELECTED SALES
MANAGEMENT INFORMATION

The information system for sales provides tools to
manage the sales activity. The system should include
data needed by sales managers to plan, implement,
control, evaluate, and revise the sales plan and activi-
ties. Also, recruitment, training, and staffing are im-

portant sales management tasks. The information sys-
tem should provide information to help managers
make better decisions. Selected topics for sales man-
agers are discussed. The topics are not intended to be
an exclusive listing of all uses for a sales information
system. Each system should be designed and adapted
for the needs of individual organizations. Hence, a
caution is issued that, if ratios, formulas, and models
are incorporated into the system, they should be mon-
itored to ensure that they work in the individual com-
pany situation. In many cases, these applications must
be modified to fit the company’s specific needs for
sales information.

A. Recruiting and Training

Recruiting and training of the sales force aids can be
built into the information system. Sales managers may
find compiled lists of where to look for sales staff
helpful. These lists can be from subscriptions, direc-
tories from trade and/or universities, recruiting ser-
vices on the Web, or other sources. They are con-
sulted whenever the organization needs additional
salespersons or replacements. The most frequently
used sources can be incorporated into the sales in-
formation system. Pro forma application job descrip-
tions, job announcements, and interview forms may
be included in larger systems. Computer models for
combining test scores, interview results, ratings by ref-
erences, and other data helpful for hiring decisions
can be built into the information system particularly
for larger organizations requiring large sales forces.

For organizations wishing to outsource training,
data on existing training resources are available. Such
data include the name of the organization providing
the training and contact point, the type of training,
the length of the training session, place of training,
and the cost of the training session. Other details
might be the method of delivery, on-line versus “live
instruction,” for example, or on-the-job versus cen-
tralized, in-house training. Comments about the out-
come of any training offered may be included in the
record. Often this information is reduced to cost-ben-
efit analysis. Other types of training information may
be incorporated into the system, like scenarios pre-
senting various sales opportunities or problems. This
material can be accessed and manipulated to provide
in-house training materials to cover specific training
needs. Costs for offering training in various locations
are integral parts of some systems. A listing of loca-
tions, accommodations, and contacts for preferred
training sites could reduce search time.



B. Size of Sales Force

Sales managers are responsible for determining the size
of the sales force. If the company employs a large sales
force and the sales needs are dynamic, a method for de-
termining the number of salespersons can be consid-
ered for inclusion in the sales information system.

1. Breakdown Approach

One population-based method is the breakdown ap-
proach. This method incorporates data for the sales,
population, and/or number of customers in a given
area. The first step is to obtain an overall company
sales forecast for a stated time period. The next step
plugs in information about total average sales pro-
jected by salesperson (or territory—one salesperson
per territory). The computation is:

Number of sales people

Forecasted sales

Average sales per sales person

Other variations calculate the estimated population
needed to support one retail store, the estimated num-
ber of retail stores in an area, and the number of re-
tail stores that can be served by one salesperson in
computing the breakdown. Additional considerations
affecting sales include the type of organization speci-
fied for the sales force (geographic, product/service,
industry), desired market coverage ranging from in-
tensive to exclusive, and type of products/services sold.

2. Workload Method

Another method for determining sales force size is
the workload method, sometimes called the buildup
method. The workload method involves placing cus-
tomers into categories, like key accounts, moderate
accounts, and small accounts. Then the frequency of
calling on each of the three categories is listed along
with the length of each call. The workload to cover
the entire territory is calculated; for instance, 8000
hours per year. The amount of time each salesperson
has is listed (2000 hours per year). Then, the sales-
person’s time is allocated by task; for example: selling
is 800 hours per year, nonselling is 600 hours per year,
and travel is 600 hours per year. Using the selling time
only, the number of sales persons needed per year is
calculated:

8000 _

10
800

Number of salespeople =

C. Territory Management

The establishment of sales territories or reallocation
of districts is more complex. These calculations can
involve estimates of sales potential by total, individ-
ual customers, projected customers, industry, and/or
product/service line; number of customers by prod-
uct/service line, by industry, and/or size of organi-
zation; type of customer such as number of key ac-
counts versus minor accounts, wholesale versus retail
or final consumer compared to salesperson total
sales; etc. Other factors to be considered include the
objectives guiding the allocation of territories. For
example, is the goal to equalize total sales potential,
number of key accounts, physical size of the terri-
tory, or to minimize the travel time and expense?
The territory boundaries and time period must be
specified.

Established units for territory management may in-
clude state, trading area, county, or municipality des-
ignations. Metropolitan statistical areas, census track
information, or zip codes can be incorporated into
the territory management information, particularly
for territories that are population based. Potential Rat-
ings for Zip Code Markets, often referred to as PRIZM,
details the 25,000 neighborhood areas in the United
States and results in 40 clusters based on consumer
behavior and lifestyles.

Organizational markets are often defined by in-
dustries where the Standard Industrial Codes (SIC)
may be built into the information system. The use of
GIS may be helpful in defining both consumer and
organizational markets and sales territories. Needless
to say, the data should be appropriate for decision
making by the sales manager using information most
closely related to the company’s needs for territory
management.

D. Managing the Incentive Plan

The sales manager may or may not be directly respon-
sible for administering the sales compensation plan. In
any case, he should be able to compute the salesper-
son’s cost including salary, commission, draw accounts,
bonus, expenses, and other monetary incentives like
fringe benefits offered by the company. These compu-
tations are necessary for costing out the sales force and
computing performance measures. In companies us-
ing combination plans (mixing salaries, quotas and dif-
ferent commission rates, bonuses, stock options, etc.),
the information becomes more complicated.



E. Sales Forecasting

Accurate sales forecasting methods are difficult to de-
velop, especially at the company and product/service
levels. For industry sales, a fairly reliable figure can be
obtained from the government, trade/professional
publications, or other readily available source.

At the company level, managers must determine
the level of forecasting. Examples of the levels of fore-
casting that may be included in the sales information
system are (1) the estimate of market potential sales
or the expected sales of goods/services at the indus-
try level for a certain country or region, (2) the esti-
mate of sales potential or the share of the market the
company can expect, and (3) the sales potential or
share of the market the company can expect for a
product/service or line of products/services. Fore-
casting is usually a top management or market plan-
ning activity with some input from sales; therefore, a
detailed discussion is beyond the scope of this article.
The main methods of forecasting are presented con-
ceptually because forecasts are important for the sales
manager in decision making and in setting perfor-
mance standards to evaluate the sales force perfor-
mance. Thus, some of the forecasting techniques
should be included in the sales information system.

The first step in forecasting is for management to
determine the method of forecasting and source of
information for the various levels of forecasts. For in-
stance, a specific government publication may be used
as the source for an industry forecast. The source re-
mains constant from year to year. Consistency in ap-
plying forecasting techniques is important. A forecast
may be prepared for overall company sales. Finally, a
forecast for individual product/service lines or indi-
vidual products/services may be required. At the prod-
uct/service level, the company will need to compute
its own forecasts.

1. Buying Power Index

At the company level, the Buying Power Index (BPI)
may be useful especially for certain categories of re-
tail product/services. This method of forecasting in-
volves the use of the BPI published in Sales & Mar-
keting Management, “Survey of Buying Power.” The BPI
is computed for various categories of consumer pur-
chases. It links income, population, and retail sales in
specified categories. The BPI is used to indicate the
share of total market demand in a geographical area.
Weights are applied during the calculation: 5 for in-
come (I) expressed as the percent of disposable per-
sonal income in the geographical area, 2 for popula-

tion (P) expressed as a percent of total U.S. popula-
tion, and 3 for retail sales (R) expressed as the per-
cent of total retail sales. For further information about
the BPI, see the “Survey of Buying Power.” The for-
mula is:

_ 5I+2P+ 3R
10

BPI

To use the BPI, management must determine whether
or not the BPI actually correlates with industry sales
in the area. This figure is not very applicable to in-
frequently purchased, high-cost consumer goods or
industrial products. If the index does not apply, the
company may wish to develop its own index for esti-
mating demand.

2. Users’ Expectations Method

An alternative method of forecasting is the users’ ex-
pectations method, also frequently referred to as the
buyers’ intentions method. This method surveys cus-
tomers or potential customers about their intention
to purchase specific products/services over a given
time period. Responses are then used to determine
the sales forecast or market share for the time period
for a specific product category.

3. Sales Force Composites

Another forecasting technique is the sales force com-
posite method. Each member of the sales force esti-
mates the sales from his customers or territory for a
given time period. The figures are then adjusted by
management to reflect management’s judgment
about the accuracy of the figures. The figures are
then added to form estimates for various levels: com-
pany, branch, region, salesperson, etc.

4. Jury of Executive Opinion

A fourth method is the jury of executive opinion. Top
executives of the company are consulted for their es-
timates of sales for the stated time period. Their esti-
mates are refined and combined into projections for
the company, product/service lines, individual prod-
ucts/services, and level of operation desired like ter-
ritory or branch.

5. Time Series

A time series relies on historical information about
sales and demand in order to project future sales.
The pattern of sales from the past is used to predict



future sales. Time series analysis works best when con-
ditions are stable; it is not too reliable for businesses
operating in dynamic environments. It is, however,
easy to use and explain.

6. Statistical Demand Analysis

Statistical demand analysis involves looking at the re-
lationships between sales and other factors affecting
sales. If a relationship can be discovered, the results
can be used to predict future sales. The variables and
relationships are stored in the system.

7. Test Markets

The most accurate forecasting method is test market-
ing where actual sales results can be measured. Cer-
tain locations are selected, a controlled market test is
conducted, and results are projected into other loca-
tions in which the company does business. The test
market parameters and constraints should be incor-
porated into the system for future reference.

8. Comments about Forecasting Methods

All forecasting methods have flaws. The subjective
methods, especially the jury of executive opinion and
sales force composite methods, are used more than
the statistical methods like time series and statistical
demand analysis. Often the results of forecasts de-
rived from different methods are combined to achieve
a more accurate forecast. The forecasting process, un-
less otherwise noted, should be consistent for year to
year and territory to territory.

F. Sales Analysis

Sales analysis ranges from simple to complex. Sales
analysis can be as simple as listing total company sales
for a stated time period. The data are merely enu-
merated and not compared against any standard. It
can be complex like a comparative system requiring
looking at hundreds of sales-related figures and mak-
ing various comparisons—among data groupings, be-
tween data groupings, with external data, or over var-
ious time periods.

Several questions must be answered in order to
build a sales analysis component into the sales infor-
mation system. First, the type of evaluations system
must be determined—simple or comparative. If the
system will be comparative, what are the comparisons
to be examined? Frequent comparisons are based on

quotas, last year’s or forecasted sales, and by territo-
ries. Another question is what types of reports and
controls are needed? Reporting methods include all
data available on the topic or reporting deviations
from the norm. A further question concerns the
sources of information to be used. Information can
be obtained from sales invoices, salesperson reports
such as call reports, warranty cards, store audits or
scanner data, diary panel data, etc. A final concern is
what sales breakdowns are needed? Sales information
can be reported by geographic regions or sales terri-
tories, product/services, package size, customers or
customer size, channel of distribution, sales method,
size of order, and terms of sale. Again, this listing is
not intended to be comprehensive but only to give ex-
amples of ways to report sales information. The mar-
keting and sales managers must determine the type of
sales reports needed. For example, do they need re-
ports by type of sale such as cash or charge, prod-
uct/service category, and/or type of customer (retail,
wholesale, industry, use, etc.)? Does the sales manager
or organization need simple or comparative reports?

G. Sales Performance Measures

Measuring sales performance is a vital part of the sales
manager’s job. Often, minimum standards or norms
are established for the various criteria allowing the
manager to manage by exception. In other words, in
looking at performance, the reports generated will
flag problem areas where performance falls below the
norms and point out performance well above the re-
quired standard. Such information is used by man-
agement to treat problems before they become a cri-
sis and to look at exceptional performance in order
to determine whether any of the practices could be
incorporated into training that would enhance sales
for less successful salespeople. Data deviating from
the norms established are used to indicate more de-
tailed reports that are needed in order to further ex-
amine problem areas. The time period and other con-
straints on the data must be defined.

A way to determine information needed for ana-
lyzing sales force performance is by thinking in terms
of inputs and outputs. For instance, inputs could in-
clude data related to calls, time and time utilization,
expenses, and nonselling activities. Outputs could in-
clude data related to orders and accounts.

Another perspective is to consider the two types of
criteria used for evaluating sales performance. The
first type is quantitative and the second is qualitative.
Examples of quantitative criteria, which are easier to



build into the information system, include sales vol-
ume, which is normally reported in terms of total rev-
enue, market share, percentage increases, and actual
performance compared to quotas set. The average
number of calls per day, week, or month is another
example. The number of new customers obtained
and size of new orders may be tracked. Gross profit in
terms of product/service line or individual prod-
ucts/services, customer or customer type, and order
size can be specified. Other factors such as discounts,
allowances, and cost of returns are included.
Qualitative criteria, which are descriptive instead
of quantitative, are included especially if the descrip-
tive terms can be converted to weights, rankings,
scales, and other more quantitative measures. Quali-
tative criteria could include selling skills, such as lis-
tening, questioning, product knowledge, product
benefits, obtaining customer participation, handling
objections, using trial closes, and closing the sale.
Time and territory management skills may be defined
and included in the system. Personal traits such as
motivation, initiative, teamwork, appearance, self-im-
provement, and care of company equipment (like an
automobile) can be factored into the system. Selected
examples of ways to measure sales performance using
some of the criteria (mostly quantitative) follow.

1. Total Cost for Each Salesperson

The total costs can be computed by adding salary, com-
missions, bonuses, stock options, fringe benefits, and
expenses, for example. Overall costs and total revenue
comparisons are usual comparisons. Cost figures for
each salesperson can be related to sales generated per
salesperson. Management must decide what compar-
isons are helpful; for example, to customers served, to
orders placed, or to profitability indicators. Cost norms
can be established and used to flag areas and sales-
people where problems may be occurring.

2. Sales for Each Salesperson
and Selected Comparisons

In computing the total sales performance for the sales
force members, managers must first define how and
when a sale is recorded. For instance, a sale can be con-
sidered to have occurred when the order is placed, af-
ter the goods have been shipped, or when the invoice
is paid. Most organizations regard a sale as the place-
ment of an order minus any returns or cancellations.
A few companies credit half the amount of the sale at
the time of the order and the other half at the time of
payment. Sales can be defined in alternative terms; for

instance, will sales be measured as total revenue, total
units, or by some other unit of measure?

Given the definition of a sale, a simple sales report
would merely report total sales for a month, year, or
specified time period by salesperson or territory. A
comparative report might compare total sales to some
other figure like a quota resulting in a sales index. A
sales performance index is computed as follows:

Actual sales X 100
Quota

Performance index =

Index figures of less than 100 indicate the quota has
not been reached. Other factors can be added to the
index like the BPI to refine the computation by re-
lating the quota to population, income, and retail
sales dimensions.

Sales figures can be related to company total sales,
the sales territory, or analyzed by salesperson. Addi-
tional comparisons can be made such as sales revenue
and costs. Sales figures and the number of orders
placed or the number of calls are often useful. The
data for producing the most useful reports must be
defined and integrated into the system.

3. Call Records and Selected Comparisons

Another series of comparisons included in the informa-
tion system for sales focuses on the salesperson’s call
records. First the number of calls made in a given time
period is reported. Cost per call figures for the total sales
force may be reported compared to the total revenue
generated. Or cost per call figures for individual sales-
persons are compared to the revenue generated by each
salesperson. The number of calls related to the number
of orders may be helpful either overall or by salesperson.
The number of calls compared to average order size
could be helpful. These comparisons often are expressed
as ratios. Once the manager decides on the types of
comparisons he needs related to the call information,
the process can be built into the information system.

4. Selected Examples of Ratios Used
to Evaluate Sales Force Performance

Ratios commonly used for evaluating sales force per-
formance include the following:

Expense Ratios
. Expenses
Sales expense ratio = —g%
ales

Total costs

Cost 11 ratio =
ost per calt fatio Number of calls
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Account Development and Servicing
Account penetration ratio

Accounts sold

Total accounts available
New account conversion ratio

Number of new accounts

Total number of accounts
Lost account ratio

_ Number of prior accounts not sold

Total number of accounts

Total sales revenue

Sales per account ratio =
Total number of accounts

Total sales revenue

Average order size ratio =
Total number of orders

Order cancellation ratio

_ Number of cancelled orders

Total number of orders
Call or Productivity Ratios

Number of calls

Call d tio =
4TS PER Ay TAHO T Number of days worked

Number of calls

Calls per account ratio =
Number of accounts

Number of planned calls

Call pl tio =
a p an ratio Total number Of calls made

Number of orders

Ord 11 ratio =
raet per cal ratio Total number of calls

5. Tracking and Computing
the Cost of Lost Sales

The information system may be set up to track lost
sales by salesperson, customer, and cost to the com-
pany. For instance, the cost of lost sales to the com-
pany per year may be determined as follows:

Total yearly revenue lost
= Number of customers lost to the company per year
X Total annual revenue by customer
Total annual profits lost
= Total yearly lost revenue

X % profit margin on revenue

Total closing costs per year
= Average closing cost per account
X Number of customers lost to the company per year
Total yearly cost of lost customers
= Total closing cost per year

+ Total yearly profits lost

V. COST ANALYSIS FOR
SALES AND MARKETING

Cost analysis or profitability analysis is also part of
managing the sales function. Cost analysis for mar-
keting and sales requires data that are not readily re-
ported in the accounting records of the firm. Cost or
profitability analysis often is a function of the mar-
keting and other departments rather than solely a
sales function. Thus, the topic is only mentioned in
this section. The three approaches to cost allocation
are full costing, contribution analysis, and activity-
based costing (ABC). Contribution analysis seems to
be the most appropriate way to analyze the data; how-
ever, the full cost approach may be more popular be-
cause the figures are easier to obtain. The cost/prof-
itability analysis results differ according to the method
used. Unfortunately, many firms do not provide the
data needed for the types of marketing cost/prof-
itability analysis useful for sales managers. The re-
ports are customized to provide the details needed by
management. Many companies are reluctant to de-
sign and provide these reports.

Cost and sales analyses provide financial tools for
controlling the sales function. Sales analyses measure
the actual results achieved via sales data. Cost analy-
ses measure the cost of producing the results. A miss-
ing factor is the assets needed to achieve the results.
The return on assets managed (ROAM) formula can
supply the missing information. This formula involves
both the contribution margin associated with a stated
sales level and asset turnover. The formula is:

ROAM = Contribution as a percentage of sales

X Asset turnover rate

The formula assumes that the return to a business
unit or segment can be improved by increasing the
sales profit margin or by keeping the same profit mar-
gin and increasing asset turnover. Consequently,
ROAM is used to evaluate business segments or to
evaluate alternate strategies.



VI. IMPLICATIONS

While the purpose of this article is to discuss the con-
cepts involved in building information systems for
personal sales and sales management instead of the
specific hardware and software necessary for the in-
formation system, some basic equipment is rudimen-
tary for setting up the system. Types of equipment
and software basic to the system operations include,
but are not limited to:

e Access to PC’s, laptops, automated note pads, etc.,
for each salesperson and manager; computer
networks

e Pagers, cellular phones, and other electronic
communication devices

¢ Customized software to provide the information
needed and information networks

¢ Software packages

e Access to various databases (scanner data, for
example) and subscription services

® Access to the Internet

The technology for selling is advancing rapidly. For
instance, the gains in e-commerce sales are affecting
the way selling is performed. While the outcomes of
technological advancements cannot be easily pre-
dicted, the concept of selling and how to sell are
changing. Wireless Internet technologies also should
be monitored for implications and importance. Sales-
persons and sales managers must be technologically
current in order to adequately service customer needs
in cost-effective ways.

Information systems for selling must be user friendly.
They should quickly provide data, problem solutions,
and reports for the salesperson and manager through
the easy manipulation of text and data. They must pro-
vide currency and consistency. The parts of the infor-
mation system should interface to avoid duplication of
effort. For example, the call sheet becomes the sales re-
port log from which data can be extracted for man-
agement reports. Salespersons and managers should
set the parameters and specifications for establishing
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user-friendly systems. If the organization lacks the fi-
nancial resources to build a complete system, an in-
cremental approach is suggested. Company security
and privacy issues with the information system must be
addressed. Information, easily obtained, is a marketing
advantage and leading companies represent the cut-
ting edge in the use of sophisticated information sys-
tems to build competitive advantage.

SEE ALSO THE FOLLOWING ARTICLES

Advertising and Marketing in Electronic Commerce
Cost/Benefit Analysis ® Electronic Commerce ® Electronic
Payment Systems ® Marketing ® Procurement ® Research e
Transaction Processing Systems
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[. INTRODUCTION
[I. SAS SYSTEM FILES

GLOSSARY

applications software Programs that are written to
apply the computer to conduct a specific task.

data analysis tools Special types of programs that are
used to analyze and interpret data.

decision support applications An information and
planning approach that provides users with the
ability to analyze data and consider the impact of
decisions before they are actually made.

graphical analysis tools Special types of programs that
are used to analyze and display data for planning
and decision making.

statistical and mathematical analysis tools Special
types of programs that are used to collect, summa-
rize, analyze, and interpret data for planning and
decision making.

I. INTRODUCTION

The SAS system is a fully integrated, modular-based,
and hardware-independent system of software. It was
original developed at North Carolina State University
for use in statistical analysis research and is based on
the acronym for Statistical Analysis System (SAS). It
has evolved over the years into a widely used and ex-
tremely flexible software system for statistical applica-
tions, but also offers other procedures for data ware-
housing, data mining, data visualization, on-line
analytic processing (OLAP), and many other decision
support applications. For this reason, SAS is no longer

Encyclopedia of Information Systems, Volume 4
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[ll. OVERVIEW OF THE SAS SYSTEM COMPONENTS

considered an acronym for any particular application,
but rather a brand name for an entire system.

The SAS system can be thought of as a library of al-
gorithms and application software that can be ac-
cessed by submitting sets of program commands. The
syntax of a SAS program is relatively easy to learn. For
example, the SAS commands

PROC MEANS DATA=MEASURES;
RUN;

would generate an array of simple descriptive statistics
on all variables in the data set called MEASURES, which
are provided in Fig. 1. Being able to access such a wide
variety of applications with simple commands is what
makes the SAS system so powerful and easy to use.

Il. SAS SYSTEM FILES

Three types of system files are very important in any
SAS analysis: (1) the SAS program file, (2) the SAS
log file, and (3) the SAS output file.

A. SAS Program File

In general, the SAS program file contains the set of
commands that describe the data to be analyzed (the
so-called DATA statements) and the type of proce-
dures to be performed (the so-called PROC state-
ments). Consider the age, height, and weight mea-
surements obtained from five people presented in

13
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The MEANS Procedure

Variable N Mean Standard Minimum Maximum
Deviation Value Value
AGE 5 25.800 5.119 20.000 32.000
WEIGHT 5 161.000 26.552 130.000 190.000
HEIGHT 5 66.400 6.107 60.000 75.000

Figure 1 Results generated by the PROC MEANS command.

Table I. The following program lines could be used to
input these data into the SAS system:

DATA MEASURES;

INPUT AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;

CARDS;

30 130 60

25 185 70

20 90 65

32 140 75

22 160 62
The information does not have to begin in any partic-
ular column but each statement in SAS begins with a
one-word command name that tells SAS what to do,
and ends with a semicolon (;). The DATA command
statement provides the name for the data set that fol-
lows. The name chosen for this data set is MEASURES.
The INPUT command statement names the variables to
be studied and the columns in which the data are lo-
cated (free-format statements can also be used in which
no column location is specified). The variable names
used in the above example represent the variables in-
cluded in the data set. The CARDS command statement
indicates that the data lines come next. It is important
to note that a CARDS command is the simplest way to
tell the SAS system about the location of the data. This
approach requires that the data lines follow immedi-
ately after the CARDS command. Another way to inform

Table | Example Data Set
Age (years) Weight (pounds) Height (inches)
30 130 60
25 185 70
20 190 65
32 140 75
22 160 62

the SAS system about data is to use the INFILE com-
mand statement. For example, the following lines could
be used with the INFILE command statement:

DATA MEASURES;
INFILE ‘MEASURES.DAT';
INPUT AGE WEIGHT HEIGHT;

The INFILE command statement indicates the file
name from which the data are to be read, and the
INPUT statement directs the system to “retrieve the
data from file MEASURES . DAT” according to the spec-
ified free-formatted variables.

Once a SAS data set is created, all types of analyses
can be performed using any number of PROC com-
mand statements. PROC refers to the procedures to be
performed on data. PROC command statements are
just like computer programs that read a data set, per-
form various manipulations, and print the results of
the analyses. Although only a simple example was il-
lustrated above, it is important to note that the SAS
system contains hundreds of procedures that can be
used for data analysis. The various procedures, cate-
gorized according to components embedded within
the SAS system, are described in further detail later.

Once a program file is submitted to the SAS sys-
tem, two types of files reporting the results of the re-
quested analyses are created. The first is called the
SAS log file, and the other is called the SAS output
file. The SAS log file contains messages and other in-
formation related to the execution of the SAS pro-
gram file, whereas the SAS output file contains the re-
sults of the requested analyses.

B. SAS Loy File

The SAS log file is a complete listing of messages con-
cerning the submitted program file. If the program
file is executed successfully, the log file will provide a
reprinting of the program file and an indication of
the number of variables and observations included in
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the analyzed data set. If the program file does not ex-
ecute successfully, the log file provides a listing and lo-
cation of the errors made. For example, the above
PROC MEANS program file would provide the log file
presented in Fig. 2.

If the PROC MEANS statement were incorrectly
spelled as ‘“PROC MENS,’ the log file would contain the
error message displayed in Fig. 3. Whenever an error
message is encountered, the SAS program file must
be corrected and resubmitted for analysis before pro-
ceeding to the SAS output file.

C. SAS Output File

The SAS output file provides a complete listing of the
analyses generated by the SAS program file. For ex-
ample, the following program lines would generate
the simple statistics and Pearson correlation coeffi-
cients among variables provided in Fig. 4:

DATA MEASURES;

INPUT AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;
CARDS;

30 130 60

15

25 185 70
20 90 65
32 140 75
22 160 62
PROC CORR;
RUN;

Ill. OVERVIEW OF THE SAS
SYSTEM COMPONENTS

The SAS system is made up of numerous components
for handling four commonly encountered data-driven
tasks: (1) data access, (2) data management, (3) data
analysis, and (4) data presentation. Table II provides
a complete listing of all the currently available SAS
system components. Each of the SAS system compo-
nents is described next.

A. Base SAS

The Base SAS component is a key component of the to-
tal SAS system. It contains the essential procedures for

: Copyright (c) 1999-2000 by SAS Institute Inc., Cary, NC, USA.
NOTE: SAS (r) Proprietary Software Release 8.1 (TSIMO)
Licensed to CSU FULLERTON-CAMPUSWIDE-TEACHING & RESEARCH, Site 0039713013.

NOTE: This session is executing on the WIN _PRO platform.
NOTE: SAS initialization used:
real time 11.66 seconds
cpu time 0.78 seconds
1 DATA MEASURES;
2 INPUT 2AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;
3 CARDS;
NOTE: The data set WORK.MEASURES has 5 observations and 3 variables.
NOTE: DATA statement used:
real time 0.79 seconds
cpu time 0.01 seconds
9 ;
10 PROC MEANS DATA=MEASURES;
11 RUN;
NOTE: There were 5 observations read fram the data set WORK.MEASURES.
NOTE: PROCEDURE MEANS used:
real time 0.74 seconds
cpu time 0.02 seconds

Figure 2 Example SAS log file.
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12 DATA MEASURES;
13 INPUT AGE 1-2 WEIGHT 4-6 HEIGHT 8-9;
14  CARDS;

NOTE: The data set WORK.MEASURES has 5 observations and 3 variables.
NOIE: DATA statement used:

real time 0.11 seconds

cpu time 0.02 seconds

20 H

21 PROC MENS DATA=MEASURES;
ERROR: Procedure MENS not found.
22 RUN;

NOTE: The SAS System stopped processing this step because of errors.
NOTE: PROCEDURE MENS used:

real time 0.01 seconds

cpu time 0.01 seconds

Figure 3 SAS log file displaying error message.

data processing, summarizing, and reporting results.  few simple commands. The Base SAS component also
For example, frequency counts, cross-tabulation tables,  provides extensive data access and interface capabilities
various descriptive statistics, including the mean, vari-  and supports Structured Query Language (SQL), the

ance, standard deviation, correlation, and many other =~ ANSIstandard language that allows one to create, re-
measures of association are easily generated through a  trieve, and update database information.

The CORR Procedure

3 Variables: 2GR WEIGHT  HEIGHT

Simple Statistics

Variable N Mean Std Dev Sum Minimum Maxinum

AGE 5 25.80000 5.11859 129.00000 20.00000 32.00000
WEIGHT 5 141.00000 35.42598 705.00000 90.00000 185.00000
HEIGHT 5 54.40000 28.27189 272.00000 5.00000 75.00000

Pearson Correlation Coefficients, N= 5
Prcb > |r| under HO: Rho=0

AGE WEIGHT HEIGHT

ACE 1.00000 0.18750 0.68481

0.7627 0.2021

WEIGHT 0.18750 1.00000 0.81573

0.7627 0.0923

HEIGHT 0.68481 0.81573 1.00000
0.2021 0.0923

Figure 4 Results generated by the PROC CORR command.
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Table Il List of SAS System Components
Base SAS SAS/ETS SAS/OR
Enterprise Miner SAS/FSP SAS/QC
Enterprise Reporter ~ SAS/GIS SAS/SHARE
SAS/ACCESS SAS/GRAPH SAS/SPECTRAVIEW
SAS/AF SAS/IML SAS/STAT
SAS/ASSIST SAS/INSIGHT  SAS/TOOLKIT
SAS/CALC SAS/IntrNet SAS/Tutor
SAS/CONNECT SAS/LAB SAS/Warehouse
Administrator
SAS/EIS SAS/MDDB WebHound
Server

B. Enterprise Miner

The Enterprise Miner component is an integrated data
mining software product which, combined with the SAS
Warehouse Administrator (see description below) and
OLAP technologies, provides users with automated pro-
cedures for selecting, exploring, modifying, and mod-
eling large amounts of data to uncover previously un-
known patterns. The Enterprise Miner component
provides a user-friendly point-and-click front-end graph-
ical user interface to create complicated data mining
process flow diagrams. Fairly sophisticated statistical
analysis tools like clustering, decision trees, linear and
nonlinear regression, logistic regression, and neural
networks can be easily invoked. Similarly, data prepara-
tion and visualization tools can be accessed in order to
examine large amounts of data. Although the Enter-
prise Miner component provides quantitative experts
with the opportunity to control entirely the data min-
ing process, it also provides less sophisticated users with
an opportunity to take advantage of the state of the art
in machine-driven data exploration.

C. Enterprise Reporter

The Enterprise Reporter component is an integrated
part of the entire SAS system which, when combined
with the SAS Warehousing Administrator (see de-
scription below), is designed to offer users the ability
to customize reports. It is specifically constructed to
look and feel like a Microsoft Office component with
all the familiar graphical user interface capabilities.
Besides providing traditional hardcopy output, vari-
ous expanded options for output, such as HTML for
web browser distribution and PDF files for e-mail dis-
tribution, are also available.
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D. SAS/ACCESS

The SAS/ACCESS component is comprised of various
data access engines that can translate read-and-write
requests to an assortment of DBMS or file structures.
For example, direct access to database and ERP sys-
tems like ADABAS, IMS-DL/I, Informix, R/3, the SYS-
TEM 2000 software (the user-oriented database and
logical storage SAS software component for produc-
tion applications) is possible, and a variety of rela-
tional databases are available. Regardless of the source
or platform on which the data reside, SAS/ACCESS
handles all external data as native to the SAS system
and provides users with the full functionality of every
SAS component available.

E. SAS/AF

The SAS/AF component is an object-oriented devel-
opment tool for generating customized userfriendly
interactive window applications. SAS/AF even includes
its own programmable Screen Control Language de-
signed to help users develop SAS system interactive ap-
plications and procedures. For example, customized
graphical user interfaces complete with icons, pull-
down and pop-up menus, and command buttons can
be created for users to point-and-click their way
through various applications and procedures.

F. SAS/ASSIST

The SAS/ASSIST component is a task-oriented visual
interface that enables users to easily access, manage,
and analyze data within the SAS system without re-
quiring knowledge of SAS programming syntax. By
using a point-and-click interface with the entire SAS
System, the SAS/ASSIST component provides users
of varying skill levels with the ability to activate almost
all of the available SAS components through pull-
down menus. The SAS/ASSIST component is also
available in eight different languages in addition to
English: Danish, Finnish, French, German, Italian,
Norwegian, Spanish, and Swedish.

G. SAS/CALC

The SAS/CALC component is a fully integrated com-
ponent that offers users complete spreadsheetlike
graphical and numerical modeling capabilities that en-
able users to access, manage, analyze, and present data
from all types of sources. SAS/CALC also offers
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programmers and applications developers a spreadsheet
programming language for building customized spread-
sheet applications that utilize the capabilities available in
the entire SAS system. Two-dimensional, three-dimen-
sional, and linked spreadsheet representations for han-
dling groups of related data in a single spreadsheet ap-
plication are also possible. In addition, graphical
representations of the linked spreadsheets showing the
established dependencies are easily produced.

H. SAS/CONNECT

The SAS/CONNECT component enables the sharing of
data and applications across multiple computing envi-
ronments. By supporting most communication proto-
cols (e.g., APPC, TCP/IP, DECnet, and NETBIOS) and
most terminal-oriented interfaces (e.g., ASYNC,
TELNET, and HLLAPI), users are provided with sim-
ple and efficient remote processing and data access
capabilities.

I. SAS/EIS

The SAS/EIS component is an integrated object-
oriented environment for building userfriendly
enterprise information systems. Using SAS/EIS, the
entire SAS system can be front-ended to handle most
common data processing tasks. By providing point-
and-click menus with pull-down windows, the SAS/EIS
component provides users access to unlimited appli-
cations such as report generating, data analysis and
screening, graphical displaying, and even e-mail. The
SAS/EIS component also includes numerous prewrit-
ten objects for doing data processing tasks.

J. SAS/ETS

The SAS/ETS component is an integrated part of the
SAS system, specifically designed for modeling all types
of dynamic systems and performing various time series
analyses. The SAS/ETS component includes such fore-
casting methods as linear/nonlinear and dynamic re-
gression, trend extrapolation, exponential smoothing,
autoregressive integrated moving average modeling
(ARIMA or Box Jenkins), and multivariate time series.
Users can also call on an automatic model selection
facility to select best-fitting models for each time series
considered. Various estimation methods are available
in the SAS/ETS component such as least squares and
full- and limited-information maximum likelihood. In
addition, results obtained from the various forecasting
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methods can be combined to create new models that
produce improved time series forecasts.

K. SAS/FSP

The SAS/FSP component is an interactive full-screen
information-processing component of the SAS sys-
tem. Users can customize the appearance of data en-
try and data display windows. The SAS/FSP compo-
nent also works hand-in-hand with the SAS/AF
component to provide users with predefined objects
for designing customized full-screen applications.

L. SAS/GIS

The SAS/GIS component offers an interactive geo-
graphic information system (GIS) within the SAS sys-
tem. SAS/GIS offers users a simple interactive way to or-
ganize and analyze data that can be spatially or attribute
referenced. Three types of features (points, lines, and
areas) can be used to represent data in their spatial con-
text. Spatial data can also be linked to different attribute
data. In addition, various physical aspects such as roads,
railways, waterways, and even political boundaries can
be used to spatially organize data into layers according
to their common features or attributes.

M. SAS/GRAPH

The SAS/GRAPH is a high-resolution graphics com-
ponent of the SAS system. The SAS/GRAPH compo-
nent offers a wide variety of color graphics capabilities
that include charts, plots, maps, and pattern designs.
An interactive graphics editor is also provided for im-
porting and modifying all types of graphics-oriented
information and presentation material. In addition,
SAS/GRAPH provides capabilities for building differ-
ent multimedia applications like video editing, image
capture, processing, and playback. Many popular in-
dustry video and image file formats such as AVI, TIFF,
GIF, PCX, GEN, and WAV sound files are supported.

N. SAS/IML

The SAS/IML component provides a flexible and ex-
tremely powerful interactive matrix programming lan-
guage. Customized data manipulation and statistical
analyses can be programmed using an extensive set of
built-in mathematical functions and matrix operators.



SAS (Statistical Analysis System)

For example, obtaining roots of polynomials, solving
systems of equations, or computing eigenvalues, eigen-
vectors, and determinants can be easily handled with
just a few simple commands.

0. SAS/INSIGHT

The SAS/INSIGHT component is a dynamic tool for
examining, exploring, and analyzing data sets. By pro-
viding point-and-click menus with pull-down windows,
the SAS/INSIGHT component provides users access
to unlimited ways with which to explore data. The
SAS/INSIGHT component also provides various mod-
eling options to enable users to quickly build models
and analyze observed relationships or patterns in se-
lected data. In addition, simple descriptive statistics
and univariate and multivariate correlational and prin-
cipal component analyses can be generated to nu-
merically confirm visually determined results.

P. SAS/IntrNet

The SAS/IntrNet component is a dynamic applica-
tion tool for integrating the SAS system into the World
Wide Web. By providing users with a so-called com-
mon gateway interface (CGI) and Java technologies,
the SAS/IntrNet component enables the development
and building of web-based applications and data ser-
vices for easy access and execution of remote SAS-
based analyses and programs.

Q. SAS/LAB

The SAS/LAB is a fully integrated, guided data analy-
sis component of the SAS system. SAS/LAB operates
like an expert system product designed to help a wide
variety of users select and apply the appropriate sta-
tistical methods for analysis. The SAS/LAB compo-
nent is especially designed for engineers and scien-
tists and offers commonly used techniques for
analyzing data from experimental design situations.
For example, techniques such as analysis of variance,
analysis of covariance, and regression analysis are avail-
able to users with minimal statistical expertise.

R. SAS/MDDB Server

The SAS/MDDB Server is an OLAP multidimensional
database component that enables users to obtain un-

19

limited views of patterns of relationships in large data
sets. By using innovative OLAP capabilities within a data-
base/warehouse environment, the SAS/MDDB Server
component offers high-performance access to an in-
credible array of methods for the analysis and writing of
reports on large amounts of data. Once a database is cre-
ated, it can be accessed by multiple users across various
platforms, including the World Wide Web.

S. SAS/OR

The SAS/OR component is a fully integrated compo-
nent that offers users complete decision support ca-
pabilities within the SAS system. SAS/OR includes a
number of extremely powerful management science
tools for solving complex business problems. For ex-
ample, procedures for conducting mathematical pro-
gramming, project management and scheduling,
transportation, resource management, decision tree
analysis, and networks are available to users through
a complete point-and-click interface.

T. SAS/QC

The SAS/QC is a fully integrated component of the
SAS system comprised of various specialized proce-
dures for conducting total quality management im-
provement and quality control activities. For example,
control charting, probability plots and life distribu-
tions, product reliability estimates, and analysis of
data from various types of experimental designs are
easily generated through a few simple commands.
The SAS/QC component also provides a point-and-
click graphical user interface to guide users through
the various specialized quality management and qual-
ity control applications, and an interface for creating
process flow diagrams through the SAS/AF.

U. SAS/SHARE

The SAS/SHARE component operates as a data server
within the SAS system to allow multiple users simul-
taneous access to SAS files while working interactively
with other system components. By permitting multi-
ple accessing capabilities across different format and
hardware platforms, SAS/SHARE provides users with
endless data sharing opportunities. Of course, despite
all the data sharing activities, the SAS/SHARE com-
ponent maintains native host data integrity through
security and password verification safeguards.
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V. SAS/SPECTRAVIEW

The SAS/SPECTRAVIEW component is a data visual-
ization and analysis tool that offers users interactive
capabilities for handling multidimensional data. Users
can choose to view data through two- and three-
dimensional charts, cutting planes, isometric surfaces,
three-dimensional volumes, or stacked contours. Sev-
eral model images can be handled concurrently using
four display windows. In addition, the model images
can, independently or collectively, be enlarged, ro-
tated, or modified in terms of image attributes like
axis, color, and text. By using a point-and-click menu-
driven interface, the SAS/SPECTRAVIEW component
provides users with simple but extremely powerful
data visualization and analysis capabilities.

W. SAS/STAT

The SAS/STAT component is another key compo-
nent of the total SAS system. It contains all essential
procedures for conducting extensive statistical analy-
sis of data. For example, procedures for conducting
analysis of variance, categorical data analysis, cluster
analysis, psychometric analysis, regression analysis,
survival analysis, and various other types of multivari-
ate and nonparametric analyses are easily handled
through a few simple commands. And because the
SAS/STAT component is fully integrated with the en-
tire SAS system, users can easily access data from any
source, perform data management, conduct data
analyses, and present findings through any available
reporting or graphical option.

X. SAS/TOOLKIT

The SAS/TOOLKIT is an integrated component
specifically designed for users to write customized SAS
procedures, formats, functions, call routines, and data-
base engines in one of several programming languages
including C, FORTRAN, PL/I, and IBM assembler. A
number of programming language debuggers like the
SAS/C compiler, the VMS compiler, and the dbx de-
bugger can all be used to assist users with the debug-
ging of code. The SAS/TOOLKIT component also
provides an extensive library of routines needed to
perform commonly encountered data access, man-
agement, and analysis activities. By enabling the de-
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velopment and writing of customized routines and
procedures, the SAS system can be tailored to the spe-
cific needs of almost any user.

Y. SAS/Tutor

The SAS/Tutor component is an interactive computer-
based training course comprised of six different
lessons. The SAS/Tutor lessons were written for both
beginners and intermediate SAS users. The lessons
cover topics beginning with simple DATA command
and INPUT command statements, and continue
through illustrations of the various PROC statements
and SAS System components. Each lesson also offers
questions, quizzes, and case studies, as well as guided
hands-on practice sessions.

Z. SAS/Warehouse Administrator

The SAS/Warehouse Administrator component is an
integrated database software product that, when com-
bined with SAS components like Enterprise Miner
and Enterprise Reporter, provides users with an op-
portunity to effectively maintain and navigate large
amounts of data. The SAS/Warehouse Administrator
component provides a user-friendly point-and-click
graphical user interface that simplifies the visualiza-
tion, navigation, and maintenance of almost any cre-
ated data warehouse or data mart.

AA. WebHound

The WebHound component is a new SAS system
e-commerce-related software product for monitoring
web site visitors. The WebHound component also
comes with a clickstream analysis capability, which is
the process of measuring and analyzing navigation
paths through a web site. Because every visitor to a web
site leaves a sort of trail about how the site was used,
the WebHound component acts as a tracking system
that follows the trail of visitors. In this way, questions
such as “Who is visiting the web site?” “How long did
they stay in the web site?” or “Which parts of the web
site are the most interesting?” can be easily answered.

SEE ALSO THE FOLLOWING ARTICLES

Data Mining ¢ Data Warehousing and Data Marts ® Decision
Support Systems ® On-Line Analytical Processing (OLAP) e
SPSS (Statistical Package for Social Sciences)
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[. INTRODUCTION

II. CRAWLING

1. INDEXING

IV. QUERY PROCESSING

GLOSSARY

crawler See spider.

lexicon A list of words. A search engine may build a
lexicon of words extracted from all the documents
in its database.

polysemy The property of having multiple meanings.
A word is polysemous when it can have different
meanings in different contexts.

robot See spider.

spamming The practice of designing Web pages to
exploit the ranking methods of search engines.

spider A computer program that visits Web pages by
following hypertext links.

stemming The process of removing prefixes and suf-
fixes to obtain the base form of a word.

stop words Frequently occurring words that convey
little information.

synonomy The property of having the same meaning.
Words are synonymous when they have the same
meaning.

truncation The process of removing letters from the
end of a word

SEARCH ENGINES send out spiders to crawl across the
Web, following links from one Web page to the next.
The documents discovered by the spider are indexed
in a huge database. The ever-changing nature of the
Web makes keeping this database up-to-date a con-
stant challenge. Queries entered at search engine sites
trigger searches through this database. Thousands or
millions of Web pages may match a query. Search
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V. RANKING
VI. LIMITATIONS OF SEARCH ENGINES
VIl. CONCLUSION

engines must rank the results so that the most rele-
vant are displayed first. If there are many irrelevant
results, users must refine their queries to find the in-
formation they need.

I. INTRODUCTION

In the 1940s, Vannevar Bush envisioned hypertext as
a means to record and organize “trails” through the
overwhelming and growing body of scientific litera-
ture. The natural links between documents, which
Bush referred to as associative indexing, would be su-
perior to artificial indexing schemes that organize
documents numerically or alphabetically. The inter-
linked documents of today’s World Wide Web em-
body many of the concepts of Bush’s vision. However,
even with all the links that form trails for us to follow,
it is still difficult to find information.

Searching the Web involves more than looking for
matching keywords in the text of Web pages. The Web
is not a collection of unrelated documents. There are
links between these documents that imply relation-
ships. Search engines that exploit these relationships
to provide more relevant results have emerged in re-
cent years.

Computer programs known variously as spiders,
crawlers, or robots retrieve and examine Web pages,
extracting the links that they find. The spiders follow
these links to retrieve other Web pages with links to
yet more Web pages. The Web includes not only hy-
pertext documents formatted using the Hypertext
Markup Language (HTML), but also text documents
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in other formats and nontext objects such as images
and music. Text documents on the Web can be found
in the form of word processing documents, presenta-
tion slide shows, and even spreadsheets. Search en-
gines are expanding the file formats that they under-
stand so that they can index text documents in formats
other than HTML. Each document visited by a spider
is indexed in the search engine’s database.

When a user types in a query, the search engine’s
database is searched. Matching results are ranked and
presented to the user as a list on a Web page. Search
engines attempt to rank the results so that the most
relevant are displayed first. However, characteristics of
language can cause relevant pages to be missed and
irrelevant pages to be found.

In 1997, there were an estimated 320 million pub-
licly accessible Web pages. This grew to 800 million in
1999 and to over 2 billion in 2000. The Web grows by
more than a million pages each day. Because the Web
is large, growing, and in a constant state of change,
search engines face a difficult task when trying to
keep their databases complete and up to date.

Il. CRAWLING

A spider is a computer program that crawls across the
Web, retrieving Web pages by following hyperlinks. A
spider can begin by visiting a single Web page. It ex-
tracts all the hyperlinks that it can find in that page,
follows each of those links, and repeats the process
for each of the new Web pages it visits. The ultimate
goal is to discover every Web page in existence, but
the structure of the Web itself can make crawling a
difficult and time consuming process. This task would
be difficult enough if the Web were a static, un-
changing collection of documents. Unfortunately,
Web pages and links are frequently added, updated,
and deleted, so that the spider will have to revisit Web
pages from time to time.

A spider that simply adds all the links it discovers
to a list of pages to be visited runs the risk of getting
trapped in the Web. A spider must remember all the
links it discovers. As a spider extracts links from the
pages that it visits, it should ignore those links that re-
fer to already-visited pages. Otherwise, a spider risks
crawling around in circles if it should stumble across
a cluster of Web pages linked together in a cycle. Sim-
ilarly, links that are already on the list of as yet unvis-
ited pages should not be added to that list again. Oth-
erwise, a spider will waste time on repeated visits to
the same Web page. Instead, a spider should either ig-
nore such links or keep a tally of how many times it
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comes across each link. If the same link appears re-
peatedly in many different Web pages, then perhaps
it refers to an important page that should be visited
sooner than other pages. Several search engine spi-
ders use priorities based on link count and other fac-
tors to determine which links should be followed next.

The average number of links on a Web page is be-
tween 4 and 5, and some Web pages have many more
links, so that for each Web page visited, several new
links are added to the list of Web pages to be visited.
Clearly, this list of unvisited Web pages can grow
quickly. A spider may have to prioritize to decide
which of the pages in the list should next be visited.
How a spider selects the next page to visit can influ-
ence the inclusiveness of the crawling process.

Spiders may give higher priority to links that are
encountered more frequently. It is assumed that a
Web page with many links leading to it must somehow
be more important than a Web page with only a few
links. One consequence of such prioritization is that
spiders will gravitate toward popular Web sites while
neglecting Web sites devoted to more esoteric sub-
jects. Unfortunately, popularity does not always equate
to importance.

Spiders may give higher priority to shorter links.
Links with fewer subdomains in the host name (fewer
dots), or with fewer segments within the path (fewer
slashes) may be considered more important and could
be selected before longer links. For example,
<http://berkeley.edu/> is shorter than <http://
ptolemy.eecs.berkeley.edu/> and <http://cs.colgate.
edu/> is shorter than <http://cs.colgate.edu/
courses/465/syllabus.html>. Such prioritization has
several consequences. Web sites that choose to dis-
tribute their Web content across several different Web
servers, which may consequently have longer names,
may be penalized in comparison with those that pub-
lish all their content on one server (though there may
actually be several servers under the same name with
the same content in order to distribute the load of
serving Web pages). Similarly, those sites that orga-
nize their content into a deep hierarchy may be pe-
nalized in comparison with those that choose a flatter
hierarchy for naming their Web pages.

The penalty suffered by Web sites that use longer
links is that fewer of their Web pages may be visited
by a spider that prioritizes on the length of a link.
However, this may not be a significant handicap for
Web sites that are devoted to a single topic. If many
important keywords appear in the pages with shorter
links, such as the home page for the Web site, and if
the Web site is well-organized and easy to navigate,
then search engines will still index the site under rel-
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evant keywords, and users who are brought to the site
by a search engine will be able to browse to the in-
formation that they are seeking. On the other hand,
limited crawling of a Web site may be a serious penalty
for some Web sites, such as <http://www.aol.com> and
<http://www.geocities.com>, that host Web pages for
many different individuals and organizations. At such
sites, an extra layer of hierarchy results in longer links.

Some Web pages are difficult to find through crawl-
ing, and others are completely inaccessible to spiders.
Some Web pages are inaccessible because a password
is required to access them. Some links are difficult to
interpret because they are embedded within scripts
on the Web page. The link structure of the Web itself
can make it difficult to reach some Web pages. If a
spider begins crawling from a randomly selected Web
page, there will be a significant portion of the Web
that cannot be reached by following links from that
starting page. In fact, about half the time a spider will
hit a dead end after visiting 100 pages. The spider will
be unable to find new links to Web pages that have
not already been visited.

lll. INDEXING

Think of the Web as a book. Each Web page is like a
page in the book, and a search engine is like the in-
dex at the back of the book. Interested in a particu-
lar topic? Look up a word in the index to find a list
of the pages where that topic is discussed. The index
in the back of a book is a list of lists: a list of words
that appear in the book and, for each word, a list of
the pages on which the word appears. In essence, a
search engine is an index of the Web. Search engines
maintain a list of words that appear in documents on
the Web, and for each word there is a list of the doc-
uments in which the word appears.

To construct a complete index of the Web, it is nec-
essary to extract every word from every document dis-
covered by the search engine’s spider. The search en-
gine constructs a lexicon from the words encountered
as it processes the text documents retrieved by the spi-
der. Some search engines may maintain a complete
lexicon of every word encountered, while others may
omit some words in order to reduce the size of the
lexicon. Words such as “a” and “the,” which occur fre-
quently but do not convey much meaning, are known
as stop words and may be omitted from the lexicon.
Some search engines perform stemming, removing
prefixes and suffixes to include only the base form of
a word in the lexicon. Some search engines ignore
capitalization, recording only the uncapitalized form
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of a word in the lexicon.

For each word in the lexicon, the search engine
maintains a list of documents where that word appears.
These lists are constructed as each document is
processed: as words are extracted from a document, it
is added to each of the lists for each of those words.
Search engines also record the location within the doc-
ument at which a word appears. This makes it possible
to later search for words as part of a phrase, or words
that appear near each other. A weight or score indi-
cating the importance of the word relative to the other
words in the document is also recorded. This weight is
calculated from a combination of factors. Words that
occur frequently within a document, and presumably
are relevant to the main topic of the document, are
given more weight than words that seldom appear. Sim-
ilarly, words that appear closer to the beginning of the
document, or in prominent positions such as titles or
headings, are also given more weight. The precise math-
ematical formula used in determining this numerical
weight varies from one search engine to the other and
affects the ranking of search results.

Some search engines index documents that have
never been visited by their spiders. Text that appears
as part of a link can be associated with the document
that the link leads to. In this way, a spider can collect
fragments of text that describe a document that has
not yet been visited. This technique also makes it pos-
sible to index nontext items such as images and mu-
sic. Many search engines also store and organize in-
formation about the link structure of the Web. The
location of a Web page can become another “word”
in the lexicon. This “word” will appear in documents
that have links to that page.

Conceptually, a search engine’s index is a lexicon,
or list of words. For each word, there is a list of doc-
uments in which the word appears. Each entry in the
list records not only the a link to a document, but also
additional information including a numerical weight
indicating the importance of the word in that docu-
ment. In practice, the search engine’s database uses
more complex data structures in order to speed up
the process of searching. The database may even be
distributed across many computers to take advantage
of parallel processing.

Many of the techniques just described depend on
knowledge of the English language. The documents on
the Web are written in a variety of languages with a va-
riety of alphabets, and it can sometimes be difficult to
determine the language that a Web page is written in.
A search engine that is optimized for the English lan-
guage may do a poor job of indexing foreign-language
documents on the Web.
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IV. QUERY PROCESSING

After a spider has retrieved a vast number of Web
pages and other text documents, and after an index
has been constructed that, for every word in the lexi-
con, lists every known document that contains that
word, a search engine is finally ready to accept queries
from users. The user submits one or more keywords
and the search engine searches through its vast index
to produce a list of the documents that contain one
or more of these keywords.

Sometimes few relevant documents are included in
the responses to a query. Many relevant documents
may be missed because they do not contain the exact
keywords of the query, but instead contain related
words. Increasing the number of relevant responses
requires that words related to the keywords of a query
be included when searching through the index. This
can be done automatically, or by requiring the user to
refine the query.

As mentioned previously, some search engines use
stemming when constructing the lexicon. These search
engines must also perform stemming on the keywords
of a query in order to find matches in the lexicon.
Thus, the keywords “mathematics,” “mathematical,”
and “mathematician” would all be reduced to the stem
“math” and would all produce identical search results.
Thus, a search engine can automatically generalize an
overly specific query to increase the number of rele-
vant responses.

Related to stemming is truncation. With trunca-
tion, a search engine will seek keyword matches in the
lexicon where one or more letters have been removed
from the end of words. This can be done automati-
cally, or the user can enter a query in a special form.
For example, entering “math*” will cause the words
“math,” “mathematics,” “mathematical,” “mathemati-
cian,” and other words in the lexicon that begin with
“math” to be added to the list of query keywords. This
new, augmented query will then cause more (hope-
fully relevant) documents to be included in the re-
sponse. Stemming and truncation allow different
forms of a word, such as singular and plural nouns or
verbs in different tenses, to automatically be included
in a query. Care must be taken, however, otherwise
unrelated words may inadvertently be included in a
query. For example, “law*” could cause the words
“lawyer” and “lawn” to be included.

Another approach to increasing the number of rel-
evant responses is to automatically add synonyms to a
query. If a user enters the word “car,” the word “au-
tomobile” may be added to the query so that more
Web pages will be retrieved. However, not all of the
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additional responses will be relevant to the original
query.

Sometimes the responses to a query include many
irrelevant documents. The nature of human language
contributes to the problem of irrelevant responses.
For example, an American sports fan may search for
Web pages about “football” only to find a wealth of in-
formation about the sport she knows as “soccer.” A
British sports fan may search for Web pages about
“cricket” only to find pages about an insect. These are
examples of polysemy: words that can have multiple
meanings. Another example is the word “Java,” which
can be an island, a caffeinated beverage, or a popular
computer programming language. Approaches such
as stemming, truncation, and the automatic addition
of synonyms to queries can increase the number of
relevant responses, but these techniques can also in-
crease the number of irrelevant responses precisely
because of polysemy. The words added to the query
may have additional, unrelated meanings. Decreasing
the number of irrelevant responses generally requires
the user to refine the query.

The best cure for the problem of too many irrele-
vant responses to a query is to have the user enter a
more specific query. Unfortunately, the majority of
users submit simple queries with only one keyword,
ignoring the advanced search features described here.

Some search engines allow a user to limit responses
to documents that include or exclude particular key-
words. For example, responses to the query

Java +island

must include the word “island,” and may also include
the word “Java.” Similarly, responses to the query

Java -coffee

may contain the word “Java,” but must not include the
word “coffee.”

Another, similar approach is to allow Boolean ex-
pressions for more precise queries. The Boolean op-
erators AND, OR, and NOT are used to combine
query terms. When using OR, pages containing one
or more of the keywords are included in the response.
When using AND, only pages containing all of the
keywords are included. The NOT operator negates
the sense of a Boolean expression. For example, the

query

Java AND (NOT coffee)

would return results similar to the query above. In-
stead of explicitly using Boolean operators, some
search sites provide choices such as “any of the words”
for OR and “all of the words” for AND.
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Several other techniques are available for refining
queries. Users may specify that keywords must appear
in specific parts of a Web page, such as the title, a sec-
tion heading, or the location of the page itself. Exact
phrases may be entered as query terms by enclosing
them in quotation marks. For example, the query

title:”breast cancer” domain:gov

might be used to find Web pages at government Web
sites with the phrase “breast cancer” in the title.

V. RANKING

After a search engine has produced a list of thousands
of Web pages in response to a user’s query, it must rank
these results before displaying them to the user. Unless
the most relevant documents can be displayed at the
top of the list, a search engine is useless. Because rank-
ing algorithms often fail to place relevant documents
at the top of the list of responses, it is important for
users to refine their queries by taking advantage of ad-
vanced search features, such as those discussed previ-
ously, to eliminate as many irrelevant responses as pos-
sible without limiting the number of relevant responses.

Most search engines rank results by keywords. A
simple ranking algorithm would give a higher rank to
a document that contained all of the keywords in the
query and a lower rank to one that contained only
some of the keywords. This simple formula can be
modified to take into account the keyword weights
stored in the search engine’s database. A document
can be assigned a score that combines the weights for
the matching keywords. If a matching keyword is one
of the more important words for a document, then
that document would receive a higher score. The
score for a document is then determined by the sum
of the numerical weights for each query keyword that
appears in the document. The documents with the
highest scores would be ranked at the top of the list
of search results. The weights for each word in each
document can be calculated in advance and stored in
the search engine’s index. The final rank for a docu-
ment, however, can only be calculated after a query
has been submitted.

The exact formulas used to calculate keyword
weights and to rank documents are closely held se-
crets. If these details were made readily available, then
it would be easier for Web page authors to design
their pages so that they could easily be found in re-
sponse to a relevant query. Unfortunately, it would
also be easier for unscrupulous Web page authors to
design their pages so that they could easily be found
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in response to common (not necessarily relevant)
queries. Many Web designers engage in the practice
of spamming: they attempt to manipulate the ranking
algorithms of search engines so that their pages will
be ranked higher than other Web pages. Some tech-
niques including repeated keywords that are not visi-
ble when users view the Web page but are visible when
a search engine examines the HTML source of that
page. These repeated keywords can appear in the ti-
tle, in special META tags in the header, or even as
normal text that is the same color as the background.
It is because of the practice of spamming that details
of search engine ranking algorithms are kept secret.
Spammers (and other Web authors) are left to make
educated guesses about how to get their Web pages
noticed by search engines and ultimately by users.

More recently, some search engines have begun to
use the link structure of the Web to rank search re-
sults. Web pages that are linked to by many other Web
pages are ranked higher than Web pages with only a
few links to them. Some search engines go a step fur-
ther and take into account the importance of the
page that a link comes from. A Web page with only a
few links from important pages may be ranked higher
than a page with many links from unimportant pages.
These rankings for Web pages can be calculated in ad-
vance, before the user enters a query, and stored in
the search engine’s database.

Some search engines rank Web pages by how often
users visit the page when it appears in a list of search
results. Other search engines auction off the positions
at the top of the list of results, placing a page closer
to the top in exchange for a higher bid. The owner
of the Web page then pays a fee each time that a user
selects that page from the list of results.

VI. LIMITATIONS OF SEARCH ENGINES

Each individual search engine covers only a fraction
of the Web, but combining the databases of the ma-
jor search engines increases coverage significantly.
Measuring the coverage of a search engine can be
done by carefully studying the responses to numerous
queries. By submitting the same queries to different
search engines, it is possible to compare the coverage
of those search engines. Up-to-date comparisons of
search engines can be found at Web sites such
as Search Engine Showdown (http://www.search
engineshowdown.com) and Search Engine Watch
(http://www.searchenginewatch.com).

Because the databases of different search engines do
not overlap completely, better results can be obtained
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by submitting a given query to multiple search en-
gines. Meta-search engines can do this automatically.
Meta-search engines do not actually have their own
database. Rather, they automatically submit your query
to several conventional search engines and collect the
results. This approach produces more responses be-
cause the combined coverage of several search en-
gines can be significantly larger than any individual
search engine.

Unfortunately there are several drawbacks to using
meta-search engines. Because different search engines
expect queries in different formats, it generally is not
possible to have a meta-search engine successfully
translate a complex query so that it is understood by
each of the search engines that it forwards the query
to. Also, it is difficult to eliminate duplicate results
and to rank results combined from different search
engines. Despite these shortcomings, meta-search en-
gines can save you the work of having to manually en-
ter your query at several search engines. Meta-search
engines help most when you have a very specific query
that produces only a few results at any one Web site.
For searches on popular topics, meta-search engines
may overwhelm you with too many results.

The databases of search engines are not only in-
complete, they are also out of date. Crawling the Web
is a time consuming process. A spider can visit only so
many pages in a day. It can take weeks or months for
a spider to discover a new Web page. Many new Web
pages are created every day, and others are modified,
or removed. Keeping up with the churning of the
Web is a constant challenge. The database used by a
search engine will always be out of date to a certain
extent. With stale data, search engines can sometimes
return results that turn out to be irrelevant (the page
content has changed significantly since it was indexed)
or results that refer to nonexistent Web pages (the
page has been moved or removed since it was in-
dexed). Some search engines now store entire copies
of every Web page in their database and make these
cached copies available when they return results for a
query. Such cached copies can help users find the in-
formation they need, even when the search engine’s
database is out of date.

Vil. CONCLUSION

Has Bush’s vision been realized? Has hypertext made
it easier to find information, or has it made it more
difficult by accelerating the rate at which new infor-
mation becomes available? Finding information by
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browsing alone is often difficult. Bush himself real-
ized that even with hypertext, there would be a need
for automated search. Our situation has undoubtedly
improved since the time that Bush first published his
ideas more than half a century ago. Information is
much more accessible and search engines are ex-
tremely helpful in finding what we seek.

With the growing use of formats based on XML,
the Extensible Markup Language, documents will be-
come easier to search. HTML was invented to allow
scientists to easily share information. It is well suited
to this purpose, allowing the same headings, para-
graphs, lists, tables, and figures common in printed
scientific literature. However, HTML has often been
used for purposes to which it is less well suited. The
structural elements of HTML have been misused to
control the appearance of text. For example, head-
ings are often used to produce large, bold text. With
XML, it becomes possible to invent new document
formats with structural elements that are appropriate
to the application. For example, a document format
for bibliographic information could include struc-
tural elements for specifying authors, editors, titles,
publishers, volumes, pages, and dates. Because the
new formats will be based on XML, search engines
will be able to easily analyze documents in these for-
mats. Specialized search engines may emerge for dif-
ferent types of documents, such as medical or legal
documents, or general search engines may allow users
to submit advanced queries that specify XML elements
in which keywords must appear, just as it is now pos-
sible to limit keywords to titles or headings. Many
of these advantages may be lost, however, if users
continue to use simple queries with only one or two
keywords.

As the Web continues to grow, will search engines
be able to keep up? There are already signs that Web
growth is slowing. The computing and storage tech-
nology used by search engines will continue to im-
prove in speed and capacity. However, lack of eco-
nomic incentive may keep search engines from
improving to the extent that improved technology
would predict. Many search engines make money
through advertising, or by selling their search services
to other Web sites that make money through adver-
tising. A relatively small database may be sufficient to
handle the majority of queries on very popular topics.
The size of the database would have to be increased
significantly, at significant cost, in order to cover an
array of obscure topics. These obscure topics would
not draw many additional users, yielding little gain in
advertising dollars.
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[. INTRODUCTION

Il. PROBLEM SPACE MODEL
[1. BRUTE-FORCE SEARCH
IV. HEURISTIC SEARCH

GLOSSARY

admissible A heuristic is said to be admissible if it never
overestimates actual cost from a given state to a goal.
An algorithm is said to be admissible if it always finds
an optimal solution to a problem if one exists.

branching factor The average number of children of
a node in a problem-space graph.

constraint-satisfaction problem A problem where
the task is to identify a state that satisfies a set of
constraints.

depth The length of a shortest path from the initial
state to a goal state.

heuristic evaluation function A function from a state
to a number. In a single-agent problem, it estimates
the cost from the state to a goal. In a two-player
game, it estimates the merit of the position with re-
spect to one player.

node expansion Generating all the children of a given
state.

node generation Creating the data structure that cor-
responds to a problem state.

operator An action that maps one state into another
state, such as a twist of Rubik’s Cube.

problem instance A problem space together with an
initial state of the problem and a desired set of
goal states.

problem space A theoretical construct in which a
search takes place, consisting of a set of states and
a set of operators.

problem-space graph A graphical representation of a
problem space, where states are represented by
nodes, and operators are represented by edges.
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V. TWO-PLAYER GAMES
VI. CONSTRAINT-SATISFACTION PROBLEMS
VIl. SUMMARY

search A trial-and-error exploration of alternative so-
lutions to a problem, often systematic.

search tree A problem-space graph with only a single
path to each state.

single-agent path-finding problem A problem where
the task is to find a sequence of operators that
maps an initial state to a goal state.

state A configuration of a problem, such as the
arrangement of the parts of a Rubik’s Cube at a
given point in time.

I. INTRODUCTION

Search is a universal problem-solving mechanism in ar-
tificial intelligence (AI). In Al problems, the sequence
of steps required for solution of a problem are not
known a priori, but often must be determined by a sys-
tematic trial-and-error exploration of alternatives. The
problems that have been addressed by heuristic search
algorithms fall into three general classes: single-agent
path-finding problems, two-player games, and constraint-
satisfaction problems.

Classic examples in the Al literature of path-finding
problems are the sliding-tile puzzles, including the 3 X 3
Eight Puzzle (see Fig. 1) and its larger relatives the
4 X 4 Fifteen Puzzle, and 5 X 5 Twenty-Four Puzzle. The
Eight Puzzle consists of a 3 X 3 square frame containing
eight numbered square tiles, and an empty position
called the blank. The legal operators are to slide any tile
that is horizontally or vertically adjacent to the blank into
the blank position. The problem is to rearrange the tiles
from some random initial configuration into a particular
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Figure 1 Eight Puzzle search tree fragment.

desired goal configuration. The sliding-tile puzzles are
common testbeds for research in Al search algorithms
because they are very simple to represent and manipu-
late, yet finding optimal solutions to the N X N general-
ization of the sliding-tile puzzles is NP-complete. Other
well-known examples of single-agent path-finding prob-
lems include Rubik’s Cube and theorem proving. Real-
world examples include the traveling salesman problem,
vehicle navigation, and the wiring of VLSI circuits. In
each case, the task is to find a sequence of operations
that map an initial state to a goal state.

A second class of search problems includes games
such as chess, checkers, backgammon, bridge, or
poker. The third category is constraint-satisfaction
problems, such as the Eight Queens Problem. The
task is to place eight queens on an 8 X 8 chessboard,
such that no two queens are on the same row, col-
umn, or diagonal. Real-world examples of constraint-
satisfaction problems are ubiquitous, including plan-
ning and scheduling applications.

We begin by describing the problem-space model on
which search algorithms are based. Brute-force searches
are then considered including breadth-first, uniform-
cost, depth-first, depth-first iterative-deepening, and
bidirectional search. Next, various heuristic searches
are examined including pure heuristic search, the A*
algorithm, iterative-deepening-A*, depth-first branch-
and-bound, and the heuristic path algorithm. We then
consider two-player game searches, including minimax
and alpha-beta pruning. Finally, we examine constraint-
satisfaction algorithms, such as backtracking, constraint
recording, and local search algorithms. The efficiency

of these algorithms, in terms of the costs of the solu-
tions they generate, the amount of time the algorithms
take to execute, and the amount of computer memory
they require, are of central concern throughout. Since
search is a universal problem-solving method, what lim-
its its applicability is the efficiency with which it can be
performed.

Il. PROBLEM SPACE MODEL

A problem space is the environment in which a search
takes place. A problem space consists of a set of states
of the problem, and a set of operators that change the
state. For example, in the Eight Puzzle, the states are
the different possible permutations of the tiles, and
the operators slide a tile into the blank position. A
problem instance is a problem space together with an
initial state and a goal state. In the case of the Eight
Puzzle, the initial state would be whatever initial per-
mutation the puzzle starts out in, and the goal state is
a particular desired permutation. The problem-
solving task is to find a sequence of operators that
map the initial state to a goal state. In the Eight Puz-
zle the goal state is given explicitly. In other prob-
lems, such as the Eight Queens Problem, the goal
state is not given explicitly, but rather implicitly spec-
ified by certain properties that must be satisfied by
any goal state.

A problem-space graph is often used to represent a
problem space. The states of the space are repre-
sented by nodes of the graph, and the operators by
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edges between nodes. Edges may be undirected or di-
rected, depending on whether their corresponding
operators are reversible or not. The task in a single-
agent path-finding problem is to find a path in the
graph from the initial node to a goal node. Figure 1
shows a small part of the Eight Puzzle problem-space
graph.

Although most problem spaces correspond to
graphs with more than one path between a pair of
nodes, for simplicity they are often represented as
trees, where the initial state is the root of the tree.
The cost of this simplification is that any state that can
be reached by two different paths will be represented
by duplicate nodes in the tree, increasing the size of
the tree. The benefit of a tree is that the absence of
cycles greatly simplifies many search algorithms. In
this survey, we will restrict our attention to trees, but
there exist graph versions of all of the algorithms we
describe as well.

One feature that distinguishes Al search algorithms
from other graph-searching algorithms is the size of
the graphs involved. For example, the entire chess
graph is estimated to contain more than 10* nodes.
Even a small problem like the Twenty-Four Puzzle
contains almost 10%° nodes. As a result, the problem-
space graphs of Al problems are never represented
explicitly by listing each state, but rather are implic-
itly represented by specifying an initial state and a set
of operators to generate new states from existing
states. Furthermore, the size of an Al problem is rarely
expressed as the number of nodes in its problem-
space graph. Rather, the two parameters of a search
tree that determine the efficiency of various search al-
gorithms are its branching factor and its solution depth.
The branching factor is the average number of chil-
dren of a given node. For example, in the Eight Puz-
zle the average branching factor is V'3, or about 1.732.
The solution depth of a problem instance is the length
of a shortest path from the initial state to a goal state,
or the length of a shortest sequence of operators that
solves the problem. For example, if the goal were in
the bottom row of Fig. 1, the depth of the problem
instance represented by the initial state at the root
would be three moves.

Ill. BRUTE-FORCE SEARCH

The most general search algorithms are brute-force
searches, because they do not require any domain-
specific knowledge. All that is required for a brute-
force search is a state description, a set of legal oper-
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ators, an initial state, and a description of the goal
state. The most important brute-force techniques are
breadth-first, uniform-cost, depth-first, depth-first
iterative-deepening, and bidirectional search. In the
descriptions of the algorithms below, to generatea node
means to create the data structure representing the
state, whereas to expand a node means to generate all
the children of that node.

A. Breadth-First Search

Breadth-first search expands nodes in order of their dis-
tance from the root node, generating one level of the
tree at a time until a solution is found (see Fig. 2). It
is most easily implemented by maintaining a queue of
nodes, initially containing just the root, and always re-
moving the node at the head of the queue, expand-
ing it, and adding its children to the tail of the queue.

Since it never generates a node in the tree until all
nodes at shallower levels have been generated,
breadth-first search always finds a shortest path to a
goal. Since each node can be generated in constant
time, the amount of time used by breadth-first search
is proportional to the number of nodes generated,
which is a function of the branching factor 4 and the
solution depth d. Since the number of nodes at level
d is b", the total number of nodes generated in the
worst case is b + b + b° + - + % which is 0%,
the asymptotic time complexity of breadth-first search.

The main drawback of breadth-first search is its
memory requirement. Since each level of the tree
must be stored in order to generate the next level,
and the amount of memory is proportional to the
number of nodes stored, the space complexity of
breadth-first search is also O(b%). As a result, breadth-
first search is severely space-bound in practice, and
will exhaust the memory available on typical comput-
ers in a matter of minutes.

Figure 2 Order of node generation for breadth-first search.
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B. Uniform-Cost Search

If all edges do not have the same cost, then breadth-
first search generalizes to uniform-cost search. Instead
of expanding nodes in order of their depth from the
root, uniform-cost search expands nodes in order of
their cost from the root. At each step, the next node
n to be expanded is one whose cost g(n) is lowest,
where g(n) is the sum of the edge costs from the root
to node n. The nodes are stored in a priority queue.
This algorithm is also known as Dijkstra’s single-source
shortest-path algorithm.

Whenever a node is chosen for expansion by
uniform-cost search, a lowest cost path to that node
has been found. The worst-case time complexity of
uniform-cost search is O(b”™), where ¢ is the cost of
an optimal solution, and m is the minimum edge cost.
Unfortunately, it also suffers the same memory limi-
tation as breadth-first search.

C. Depth-First Search

Depth-first search remedies the space limitation of
breadth-first and uniform-cost search by always gen-
erating next a child of the deepest unexpanded node
(see Fig. 3). Both algorithms can be implemented us-
ing a list of unexpanded nodes, with the difference
that breadth-first search manages the list as a first-in
first-out queue, whereas depth-first search treats the
list as a last-in first-out stack. More commonly, depth-
first search is implemented recursively, with the re-
cursion stack taking the place of an explicit node
stack.

The advantage of depth-first search is that its space
requirement is only linear in the search depth, O(d),
as opposed to exponential for breadth-first search.
The reason is that the algorithm only needs to store
a stack of nodes on the path from the root to the cur-

Figure 3 Order of node generation for depth-first search
iterative-deepening search.
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rent node. The time complexity of a depth-first search
to depth dis O(b%), since it generates the same set of
nodes as breadth-first search, but simply in a different
order. Thus, as a practical matter, depth-first search is
time limited rather than space limited.

The disadvantage of depth-first search is that it may
not terminate on an infinite tree, but simply go down
the leftmost path forever. For example, even though
there are a finite number of states of the Eight Puz-
zle, the tree fragment shown in Fig. 1 can be infinitely
extended down any path, generating an infinite num-
ber of duplicate nodes representing the same states.
The usual solution to this problem is to impose a cut-
off depth on the search. Although the ideal cutoff is
the solution depth d, this value is rarely known in ad-
vance of actually solving the problem. If the chosen
cutoff depth is less than d, the algorithm will fail to
find a solution, whereas if the cutoff depth is greater
than d, a large price is paid in execution time, and
the first solution found may not be an optimal one.

D. Depth-First lterative-Deepening

Depth-first iterative-deepening (DFID) combines the best
features of breadth-first and depth-first search. DFID
first performs a depth-first search to depth one, then
starts over, executing a complete depth-first search to
depth two, and continues to run depth-first searches
to successively greater depths, until a solution is found
(see Fig. 4).

Since it never generates a node until all shallower
nodes have been generated, the first solution found
by DFID is guaranteed to be on a shortest path. Fur-
thermore, since at any given point it is executing a
depth-first search, saving only a stack of nodes, and
the algorithm terminates when it finds a solution at
depth d, the space complexity of DFID is only O(d).

Although it appears that DFID wastes a great deal of
time in the iterations prior to the one that finds a so-
lution, this extra work is usually insignificant. To see
this, note that the number of nodes at depth dis " and
each of these nodes is generated once, during the final
iteration. The number of nodes at depth
d—1is bd_l, and each of these is generated twice, once
during the final iteration, and once during the penul-
timate iteration. In general, the number of nodes gen-
erated by DFID is * + 26" + 3" 2 + -+ + db. This
is asymptotically O(b") if b is greater than one, since for
large values of d the lower order terms become in-
significant. In other words, most of the work goes into
the final iteration, and the cost of the previous itera-
tions is relatively small. The ratio of the number of
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Figure 4 Order of node generation for depth-first.

nodes generated by DFID to those generated by breadth-
first search on a tree is approximately b/ (6 — 1). In fact,
DFID is asymptotically optimal in terms of time and
space among all brute-force shortest-path algorithms on
a tree.

If the edge costs differ from one another, then one
can run an iterative deepening version of uniform-
cost search, where the depth cutoff is replaced by a
cutoff on the g(n) cost of a node. At the end of each
iteration, the threshold for the next iteration is set to
the minimum cost of all nodes generated but not ex-
panded on the previous iteration.

On a graph with cycles, however, breadth-first search
may be much more efficient than any depth-first
search. The reason is that a breadth-first search can
easily detect all duplicate nodes, whereas a depth-first
search can only check for duplicates along the current
search path. Thus, the complexity of breadth-first
search grows only as the number of states at a given
depth, while the complexity of depth-first search de-
pends on the number of paths of a given length. For
example, in a square grid, the number of nodes within
a radius 7 of the origin is O(r?), whereas the number
of paths of length ris O(3"), since there are three chil-
dren of every node, not counting its parent. Thus, in
a graph with a large number of very short cycles,
breadth-first search is preferable to depth-first search,
if sufficient memory is available to store all the nodes.

E. Bidirectional Search

Bidirectional search is a brute-force search algorithm
that requires an explicit goal state instead of simply a
test for a goal condition. The main idea is to simulta-
neously search forward from the initial state, and
backward from the goal state, until the two search
frontiers meet. The path from the initial state is then
concatenated with the inverse of the path from the
goal state to form the complete solution path.
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Bidirectional search still guarantees optimal solu-
tions. Assuming that the comparisons for identifying
a common state between the two frontiers can be
done in constant time per node, by hashing for ex-
ample, the time complexity of bidirectional search is
O(b"?) since each search need only proceed to half
the solution depth. Since at least one of the searches
must be breadth first in order to find a common state,
the space complexity of bidirectional search is also
O(b¥?). As a result, bidirectional search is space
bound in practice.

F. Combinatorial Explosion

The problem with all brute-force search algorithms is
that their time complexities grow exponentially with
problem size. This is called combinatorial explosion, and
as a result, the size of problems that can be solved
with these techniques is quite limited. For example,
while the Eight Puzzle, with about 10° states, is easily
solved by brute-force search, the Fifteen Puzzle con-
tains over 10'® states, and hence cannot be solved
with any brute-force search techniques on current
machines. Faster machines will not have a significant
impact on this problem, since the 5 X 5 Twenty-Four
Puzzle contains almost 10 states, for example.

IV. HEURISTIC SEARCH

To solve larger problems, domain-specific knowledge
must be added to improve search efficiency. In Al,
heuristic search has a general meaning, and a more spe-
cialized technical meaning. In a general sense, the
term heuristic is used for any advice that is often ef-
fective, but is not guaranteed to work in every case.
Within the heuristic search literature, however, the
term heuristic usually refers to the special case of a
heuristic evaluation function.

A. Heuristic Evaluation Functions

In a single-agent path-finding problem, a heuristic
evaluation function estimates the cost of an optimal
path between a pair of states. For example, Euclidean
or airline distance is an estimate of the highway dis-
tance between a pair of locations. A common heuris-
tic function for the sliding-tile puzzles is called Man-
hattan distance. It is computed by counting the
number of moves along the grid that each tile is dis-
placed from its goal position, and summing these
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values over all tiles. For a fixed goal state, a heuris-
tic evaluation A(n) is a function of a node n, which
estimates the cost from node n to the fixed goal
state.

The key properties of a heuristic evaluation func-
tion are that it estimate actual cost and that it be com-
puted efficiently. For example, the Euclidean distance
between a pair of points can be computed in constant
time. The Manhattan distance between a pair of states
can be computed in time proportional to the number
of tiles. In addition, many heuristic functions are lower
bounds on actual cost, a property referred to as ad-
missibility. For example, airline distance is a lower
bound on road distance between two points, since the
shortest path between a pair of points is a straight
line. Similarly, Manhattan distance is a lower bound
on the actual number of moves necessary to solve an
instance of a sliding-tile puzzle, since every tile must
move at least as many times as its distance in grid
units from its goal position, and each move moves
only one tile.

Such heuristic functions are often derived by gen-
erating a simplified version of the problem to be
solved, then using the cost of an optimal solution to
the simplified problem as an admissible heuristic eval-
uation function for the original problem. For exam-
ple, in the sliding-tile puzzles, if we remove the con-
straint that a tile can only be slid into the blank
position, then any tile can be moved to any adjacent
position at any time. The optimal number of moves
required to solve this simplified version of the prob-
lem is just the Manhattan distance, which is an ad-
missible heuristic for the original problem.

A number of algorithms make use of heuristic func-
tions, including pure heuristic search, the A* algo-
rithm, iterative-deepening-A*, depth-first branch-and-
bound, and the heuristic path algorithm. In addition,
heuristic information can be employed in bidirec-
tional search, and is used in two-player games as well.

B. Pure Heuristic Search

The simplest of these algorithms, pure heuristic
search, expands nodes in order of their heuristic val-
ues h(n). It maintains a Closed list of those nodes that
have already been expanded, and an Open list of those
nodes that have been generated but not yet expanded.
The algorithm begins with just the initial node on the
Open list. At each cycle, a node on the Open list with
the minimum /(n) value is expanded, generating all
of its children, and is placed on the Closed list. The
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heuristic function is applied to each of the children,
and they are placed on the Open list, sorted by their
heuristic values. The algorithm continues until a goal
state is chosen for expansion.

In a graph with cycles, multiple paths will be found
to the same node, and the first path found may not
be the shortest. When a shorter path is found to an
Open node, the shorter path is saved and the longer
one discarded. When a shorter path to a Closed node
is found, the node is moved to Open, along with the
shorter path. The main drawback of pure heuristic
search is that since it ignores the cost of the path so
far to node n, it does not find optimal solutions.

Breadth-first search, uniform-cost search, and pure
heuristic search are all special cases of a more general
algorithm called best-first search. In each cycle of a best-
first search, the node that is best according to some
cost function is chosen for expansion. These best-first
algorithms differ only in their cost functions: the depth
of node n for breadth-first search, g(n) for uniform-
cost search, and A(n) for pure heuristic search.

C. A* Algorithm

The A* algorithm combines features of uniform-cost
search and pure heuristic search to efficiently com-
pute optimal solutions. A* is a best-first search in which
the cost associated with a node is f(n) = g(n) + A(n),
where g(n) is the cost of the path from the initial state
to node n, and h(n) is the heuristic estimate of the
cost of a path from node 7 to a goal. Thus, f(n) esti-
mates the lowest total cost of any solution path going
through node n. At each point a node with lowest f
value is chosen for expansion. Ties among nodes of
equal fvalue should be broken in favor of nodes with
lower /& values. The algorithm terminates when a goal
node is chosen for expansion.

A* finds an optimal path to a goal if the heuristic
function A(n) is admissible, meaning it never overesti-
mates actual cost. For example, since airline distance
never overestimates actual highway distance, and Man-
hattan distance never overestimates actual moves in
the sliding-tile puzzles, A* using these evaluation func-
tions will find optimal solutions to these problems. In
addition, A* makes the most efficient use of a given
heuristic function in the following sense: Among all
shortest-path algorithms using a given heuristic func-
tion h(n), A* expands the fewest number of nodes.

The main drawback of A*, and indeed of any best-
first search, is its memory requirement. Since the Open
and Closed lists must be stored, A* is severely space lim-
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ited in practice, and will exhaust the available memory
on current machines in minutes. For example, while it
can be run successfully on the Eight Puzzle, it cannot
solve most instances of the Fifteen Puzzle before ex-
hausting memory. An additional drawback of A* is that
the Open and Closed lists take time to maintain.

D. Iterative-Deepening-A*

Just as depth-first iterative-deepening solved the space
problem of breadth-first search, iterative-deepening-A*
(IDA*) eliminates the memory constraint of A*, with-
out sacrificing solution optimality. Each iteration of
the algorithm is a depth-first search that keeps track
of the cost, f(n) = g(n) + h(n), of each node gener-
ated. As soon as a node is generated whose cost ex-
ceeds a threshold for that iteration, its path is cut off,
and the search backtracks before continuing along a
different path. The cost threshold is initialized to the
heuristic estimate of the initial state, and is increased
in each successive iteration to the lowest cost of all the
nodes that were generated but not expanded during
the previous iteration. The algorithm terminates when
a goal state is reached whose cost does not exceed the
current threshold.

Since IDA* performs a series of depth-first searches,
its memory requirement is linear in the maximum
search depth. In addition, if the heuristic function is
admissible, IDA* finds an optimal solution. Finally, by
an argument similar to that presented for DFID, IDA*
expands the same number of nodes, asymptotically, as
A* on a tree, provided that the number of nodes
grows exponentially with solution cost. These facts, to-
gether with the optimality of A*, imply that IDA* is
asymptotically optimal in time and space over all
heuristic search algorithms that find optimal solu-
tions on a tree. Additional benefits of IDA* are that it
is much easier to implement, and often runs faster
than A*, since it does not incur the overhead of man-
aging the Open and Closed lists. Using appropriate
admissible heuristic functions, IDA* can optimally
solve random instances of the Fifteen Puzzle, the
Twenty-Four Puzzle, and Rubik’s Cube.

E. Depth-First Branch-and-Bound

For many problems, the maximum search depth is
known in advance, or the search tree is finite. For ex-
ample, consider the traveling salesman problem (TSP)
of visiting each of a given set of cities and returning
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to the starting city in a tour of shortest total distance.
The most natural problem space for this problem
consists of a tree where the root node represents the
starting city, the nodes at level one represent all the
cities that could be visited first, nodes at level two rep-
resent the cites visited second, and so on. In this tree,
the maximum depth is the number of cities, and all
candidate solutions occur at this depth. In such a
space, a simple depth-first search guarantees finding
an optimal solution using space that is only linear in
the number of cities.

The idea of depth-first branch-and-bound (DFBnB)
is to make this search more efficient by keeping track
of the lowest cost solution found so far. Since the cost
of a partial tour is the sum of the costs of the edges
traveled so far, whenever a partial tour is found whose
cost equals or exceeds the cost of the best complete
tour found so far, the branch representing the partial
tour can be pruned, since all its descendents must
have equal or greater cost. Whenever a lower cost
complete tour is found, the cost of the best tour is up-
dated to this lower cost. In addition, an admissible
heuristic function, such as the cost of the minimum
spanning tree of the remaining unvisited cities, can
be added to the cost so far of a partial tour to increase
the amount of pruning. Finally, by carefully ordering
the children of a given node from smallest to largest
cost, a lower cost solution can be found more quickly,
pruning even more nodes.

Interestingly, IDA* and DFBnB exhibit comple-
mentary behavior. Both are guaranteed to return an
optimal solution using only linear space, assuming
that their cost functions are admissible. In IDA*, the
cost threshold is always a lower bound on the optimal
solution cost and increases in each iteration until it
reaches the optimal cost. In DFBnB, the cost of the
best solution found so far is always an upper bound
on the optimal solution cost and decreases until it
reaches the optimal cost. While IDA* never expands
any nodes whose cost exceeds the optimal cost, its
overhead consists of expanding some nodes more
than once. While DFBnB never expands any node
more than once, its overhead consists of expanding
some nodes whose cost exceeds the optimal cost. For
problems whose search trees are of bounded depth,
or for which it is easy to construct a good solution,
such as the TSP, DFBnB is usually the algorithm of
choice for finding an optimal solution. For problems
with infinite search trees or for which it is difficult to
construct a low-cost solution, such as the sliding-tile
puzzles or Rubik’s Cube, IDA* is usually the best
choice.
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F. Complexity of Finding Optimal Solutions

The time complexity of a heuristic search algorithm
depends on the accuracy of the heuristic function.
For example, if the heuristic evaluation function is an
exact estimator, then A* runs in linear time, expand-
ing only those nodes on an optimal solution path.
Conversely, with a heuristic that returns zero every-
where, A* becomes a brute-force uniform-cost search,
with exponential complexity. In general, the time
complexity of A*, IDA*, and DFBnB depends on the
accuracy of the heuristic function. The effect of a
good heuristic function is to reduce the effective
depth of search required by approximately the ex-
pected value of the heuristic.

G. Heuristic Path Algorithm

Since the complexity of finding optimal solutions to
these problems is still exponential, even with a good
heuristic function, in order to solve significantly larger
problems, the optimality requirement must be re-
laxed. An early approach to this problem was the
heuristic path algorithm (HPA). HPA is a best-first search
algorithm, where the cost of a node n is computed as
f(n) = g(n) + w* h(n). Varying w produces a range
of algorithms from uniform-cost search (w = 0),
through A* (w = 1), to pure heuristic search (w = ).
Increasing wbeyond 1 generally decreases the amount
of computation, while increasing the cost of the solu-
tion generated. This trade-off is often quite favorable,
with small increases in solution cost yielding huge sav-
ings in computation. Furthermore, it can be shown
that the solutions found by this algorithm are guar-
anteed to be no more than a factor of w greater than
optimal, but often are significantly better.

V. TWO-PLAYER GAMES

The second major application of heuristic search al-
gorithms in Al is two-player games. One of the origi-
nal challenges of Al, which in fact predates the term
artificial intelligence, was to build a program that could
defeat the best human chess player, a goal recently
achieved by IBM’s Deep Blue Machine.

A. Minimax Search

The standard algorithm for two-player perfect-
information games, such as chess or checkers, is mini-
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max search with heuristic static evaluation. The
simplest version of the algorithm searches forward to a
fixed depth in the game tree, limited by the amount of
time available per move. At this search horizon, a heuris-
tic function is applied to the frontier nodes. In this case,
a heuristic evaluation is a function that takes a board
position and returns a number that indicates how fa-
vorable that position is for one player relative to the
other. For example, a very simple heuristic function for
chess would count the total number of pieces on the
board for one player, appropriately weighted by their
relative strength, and subtract the weighted sum of the
opponent’s pieces. Thus, large positive values would
correspond to strong positions for one player, called
MAX, whereas large negative values would represent
advantageous situations for the opponent, called MIN.

Given the heuristic evaluations of the frontier
nodes, values for the interior nodes in the tree are re-
cursively computed according to the minimax rule.
The value of a node where it is MAX’s turn to move
is the maximum of the values of its children, while the
value of a node where MIN is to move is the mini-
mum of the values of its children. Thus, at alternate
levels of the tree, the minimum or the maximum val-
ues of the children are backed up. This continues un-
til the values of the immediate children of the current
position are computed, at which point one move to
the child with the maximum or minimum value is
made, depending on whose turn it is to move.

B. Alpha-Beta Pruning

One of the most elegant of all Al search algorithms is
alpha-beta pruning, first used in the late 1950s. The
idea is that the exact minimax value of the root of a
game tree can be determined without examining all
the nodes at the search frontier.

Figure 5 shows some examples of alpha-beta prun-
ing. Only the nodes shown are generated by the al-
gorithm, with the heavy black lines indicating prun-
ing. At the square nodes MAX is to move, while at the
circular nodes it is MIN’s turn. The search proceeds
depth-first to minimize the memory required, and
only evaluates a node when necessary. First, nodes ¢
and fare statically evaluated at 4 and 5, respectively,
and their minimum value, 4, is backed up to their par-
ent node d. Node /4 is then evaluated at 3, and hence
the value of its parent node g must be less than or
equal to 3, since it is the minimum of 3 and the un-
known value of its right child. Thus, we label node g
as < = 3. The value of node ¢ must be 4 then, because
it is the maximum of 4, and a value that is less than
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Figure 5 Alpha-beta pruning example.

or equal to 3. Since we have determined the minimax
value of node ¢, we do not need to evaluate or even
generate any more children of node g.

Similarly, after statically evaluating nodes k and [ at
6 and 7, respectively, the backed up value of their par-
ent node j is 6, the minimum of these values. This
tells us that the minimax value of node ¢ must be
greater than or equal to 6, since it is the maximum of
6 and the unknown value of its right child. Since the
value of node b is the minimum of 4 and a value that
is greater than or equal to 6, it must be 4, and hence
we cut off the remaining children of node i.

The right half of the tree shows an example of deep
pruning. After evaluating the left half of the tree, we
know that the value of the root node « is greater than
or equal to 4, the minimax value of node 4. Once
node p is evaluated at 1, the value of its parent node
o must be less than or equal to 1. Since the value of
the root is greater than or equal to 4, the value of
node o cannot propagate to the root, and hence we
need not generate any more children of node o. A
similar situation exists after the evaluation of node r
at 2. At that point, the value of node o is less than or
equal to 1, and the value of node ¢ is less than or
equal to 2, hence the value of node n, which is the
maximum of the values of nodes o and ¢, must be less
than or equal to 2. Furthermore, since the value of
node m is the minimum of the value of node n and
its brothers, and node 7 has a value less than or equal
to 2, the value of node m must also be less than or
equal to 2. This causes the remaining children of
node m to be pruned, since the value of the root node
a is greater than or equal to 4. Thus, we computed
the minimax value of the root of the tree to be 4, by
generating only seven leaf nodes in this case.

39

Since alpha-beta pruning performs a minimax
search while pruning much of the tree, its effect is to
allow a deeper search in the same amount of time.
This raises a question: How much does alpha-beta im-
prove performance? The efficiency of alpha-beta
pruning depends on the order in which nodes are en-
countered at the search frontier. For any set of fron-
tier node values, there exists some ordering of the val-
ues such that alpha-beta will not perform any cutoffs
at all. In that case, all frontier nodes must be evalu-
ated, and the time complexity is O(57).

On the other hand, there is an optimal or perfect
ordering in which every possible cutoff is realized. In
that case, the asymptotic time complexity is reduced
from O(b% to O(b¥?). Another way of viewing the
perfect ordering case is that for the same amount of
computation, one can search twice as deep with al-
pha-beta pruning as without. Since the search tree
grows exponentially with depth, doubling the search
horizon is a dramatic improvement.

In between worst-possible ordering and perfect or-
dering is random ordering, which is the average case.
Under random ordering of the frontier nodes, alpha-
beta pruning reduces the asymptotic time complexity
to approximately O(5*”*). This means that one can
search 4/3 as deep with alpha-beta than with simple
minimax, yielding a 33% improvement in search depth.

In practice, however, the time complexity of alpha-
beta is closer to the best case of O(6*?) due to node
ordering. The idea of node ordering is that instead of
generating the children of a node in an arbitrary or-
der, we can reorder the tree based on static evaluations
of the interior nodes. In particular, the children of
MAX nodes are expanded in decreasing order of their
static values, while the children of MIN nodes are ex-
panded in increasing order of their static values.

C. Quiescence, Iterative-Deepening,
and Transposition Tables

Two other important ideas are quiescence and iterative-
deepening. The idea of quiescence is that the static
evaluator should not be applied to positions whose val-
ues are unstable, such as those occurring in the middle
of a piece trade. In those positions, a small secondary
search is conducted until the static evaluation becomes
more stable. In games such as chess or checkers, this
can be achieved by always exploring any capture moves
one level deeper, and not evaluating any position that
allows capture moves.

Iterative-deepening is used to solve the problem of
how to set the search horizon, and in fact predated its
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use as a memory-saving device in single-agent search.
In a tournament game, a limited amount of time is al-
lowed for moves. Unfortunately, it is very difficult to
accurately predict how long it will take to perform an
alpha-beta search to a given depth. The solution is to
perform a series of searches to successively greater
depths. When time runs out, the move recommended
by the last completed search is made.

The search graphs of most games, such as chess,
contain multiple paths to the same node, often
reached by making the same moves in a different or-
der, referred to as a transposition of the moves. Since
alpha-beta is a depth-first search, it is important to de-
tect when a node has already been searched, in order
to avoid researching it. A transposition table is a table
of previously encountered game states, together with
their backed-up minimax values. Whenever a new
state is generated, if it is stored in the transposition
table, its stored value is used instead of searching the
tree below the node. Transposition tables can also be
used in single-agent searches.

Almost all two-player game programs use full-width
alpha-beta minimax search with node ordering, qui-
escence, iterative-deepening, and transposition tables,
among other techniques.

D. Special-Purpose Hardware

While the basic algorithms are described above, much
of the performance advances in computer chess have
come from faster hardware. The faster the machine,
the deeper it can search in the time available, and the
better it plays. Despite the rapidly advancing speed of
general-purpose computers, the best chess machines
today are based on special-purpose hardware designed
and built only to play chess. For example, DeepBlue
is a chess machine that can evaluate about 200 million
chess positions per second. In May 1997, it defeated
Gary Kasparov, the world champion, in a six-game ex-
hibition match, achieving a long-awaited goal in arti-
ficial intelligence.

E. Multi-Player Games and
Imperfect and Hidden Information

Minimax search with static evaluation and alpha-beta
pruning is most appropriate for two-player games with
perfect information and alternating moves among the
players. This paradigm extends in a straightforward
way to more than two players, but alpha-beta becomes
much less effective. Games with chance elements, such
as the roll of the dice in backgammon, for example,
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tend to limit search algorithms because of the need
to search over all possible chance outcomes. In addi-
tion to chance, card games have information that is
available to some players but hidden from others,
such as the cards in the different hands in bridge.
Poker is a very difficult challenge in this area, com-
bining all of the above complexities, as well as active
deception and the need to model the opponents.
One technique that has been effective in handling
hidden information is Monte Carlo sampling. Given a
decision to be made, such as the play of a card in
bridge, we can randomly generate a set of cards that
could possibly be the current hands of all the other
players. Given this particular set of hands, we then use
perfect-information techniques, such as alpha-beta
minimax, to determine the optimal play in this case.
We then repeat the experiment, generating another
random set of hands, consistent with all the informa-
tion available, and compute the optimal move in that
case. If we generate, say, 100 different random hands,
we then play the card that was most often the optimal
card to play over all the randomly-generated hands.

Vl. CONSTRAINT-SATISFACTION PROBLEMS

In addition to single-agent path-finding problems and
two-player games, the third major application of
heuristic search is constraint-satisfaction problems.
The Eight Queens Problem mentioned previously is a
classic example. Other examples include graph col-
oring, Boolean satisfiability, and scheduling problems.

Constraint-satisfaction problems are usually mod-
eled as follows: There is a set of variables, a set of val-
ues for each variable, and a set of constraints on the
values of the variables. A unary constraint on a vari-
able specifies a subset of all possible values that can
be assigned to that variable. A binary constraint be-
tween two variables specifies which possible combina-
tions of assignments to the pair of variables is legal.
For example, in the Eight Queens Problem, the vari-
ables would represent individual queens, and the val-
ues would be positions on the board. The constraints
are binary constraints on each pair of queens that
prohibit them from being positioned on the same
row, column, or diagonal.

A. Chronological Backtracking

The brute-force approach to constraint satisfaction is
called chronological backtracking. One selects an order
for the variables, and an order for the values, and
starts assigning values to the variables one at a time.
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Each assignment is made so that all constraints in-
volving any of the variables that have already been as-
signed are satisfied. The reason for this is that once a
constraint is violated, no assignment to the remaining
variables can possibly resatisfy that constraint. Once a
variable is reached that has no remaining legal as-
signments, then the last variable that was assigned is
reassigned to its next legal value. The algorithm con-
tinues until either a complete, consistent assignment
is found, resulting in success, or all possible assign-
ments are shown to violate some constraint, resulting
in failure. Figure 6 shows the tree generated by brute-
force backtracking to find all solutions to the Four
Queens problem. The tree is searched depth-first to
minimize memory requirements.

B. Intelligent Backtracking

One can improve the performance of brute-force
backtracking using a number of techniques, such as
variable ordering, value ordering, backjumping, and
forward checking.

The order in which variables are instantiated can
have a large effect on the size of the search tree. The
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idea of variable ordering is to order the variables from
most constrained to least constrained. For example, if
any variable has only a single value remaining that is
consistent with the previously instantiated variables, it
should be assigned that value immediately. In gen-
eral, the variables should be instantiated in increasing
order of the size of their remaining domains. This
can either be done statically at the beginning of the
search, or dynamically, reordering the remaining vari-
ables each time a variable is assigned a new value.
The order in which the values of a given variable
are chosen determines the order in which the tree is
searched. Since it does not affect the size of the tree,
it makes no difference if all solutions are to be found.
If only a single solution is required, however, value or-
dering can decrease the time required to find a solu-
tion. In general, one should order the values from
least constraining to most constraining, in order to
minimize the time required to find a first solution.
The idea of backjumping is that when an impass is
reached, instead of simply undoing the last decision
made, the decision that actually caused the failure
should be modified. For example, consider a three-
variable problem where the variables are instantiated
in the order x, y, z. Assume that values have been

Q Q Q Q
Q Q Q Q Q Q
Q Q Q |Q Q Q
Q Q Q Q
Q Q] [Q Q
Q Q Q Q
Q Q
Q| |1Q
Q Q
Q Q

Figure 6 Tree generated to solve the Four Queens problem.
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chosen for both x and y, but that all possible values
for z conflict with the value chosen for x. In chrono-
logical backtracking, the value chosen for y would be
changed, and then all the possible values for z would
be tested again, to no avail. A better strategy in this
case is to go back to the source of the failure, and
change the value of x, before trying different values
for y and z.

When a variable is assigned a value, forward check-
ing checks each remaining uninstantiated variable to
make sure that there is at least one assignment for
each of them that is consistent with the previous as-
signments. If not, the original variable is assigned its
next value.

C. Constraint Recording

In a constraint-satisfaction problem, some constraints
are explicitly specified, and others are implied by the
explicit constraints. Implicit constraints may be dis-
covered either during a backtracking search, or in ad-
vance in a preprocessing phase. The idea of constraint
recording is that once these implicit constraints are
discovered, they should be saved explicitly so that they
don’t have to be rediscovered.

A simple example of constraint recording in a pre-
processing phase is called arc consistency. For each
pair of variables x and y that are related by a binary
constraint, we remove from the domain of x any val-
ues that do not have at least one corresponding con-
sistent assignment to y, and vice versa. In general, sev-
eral iterations may be required to achieve complete
arc consistency. Path consistency is a generalization of
arc consistency where instead of considering pairs of
variables, we examine triples of constrained variables.
The effect of performing arc or path consistency be-
fore backtracking is that the resulting search space
can be dramatically reduced. In some cases, this pre-
processing of the constraints can eliminate the need
for search entirely.

D. Local Search Algorithms

Backtracking searches a space of consistent partial as-
signments to variables, in the sense that all constraints
among instantiated variables are satisfied, and looks
for a complete consistent assignment to the variables,
or in other words a solution. An alternative approach
is to search a space of inconsistent but complete as-
signments to the variables, until a consistent complete
assignment is found. This approach is known as heuris-
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tic repair. For example, in the Eight Queens Problem,
this amounts to placing all eight queens on the board
at the same time, and moving queens one at a time
until a solution is found. The natural heuristic, called
min-conflicts, is to move a queen that is in conflict
with the most other queens, and move it to a position
where it conflicts with the fewest other queens.

What is surprising about this simple strategy is how
well it performs, relative to backtracking. While back-
tracking techniques can solve on the order of
hundred-queen problems, heuristic repair can solve
million-queen problems, often with only about 50 in-
dividual queen moves! This strategy has been exten-
sively explored in the context of Boolean satisfiability,
where it is referred to as GSAT. GSAT can satisfy dif-
ficult formulas with several thousand variables,
whereas the best backtracking-based approach, the
Davis-Putnam algorithm with unit propagation, can
only satisfy difficult formulas with several hundred
variables.

Another technique often used with such algorithms
is called random restart. If a solution is not found in
a given time interval, the algorithm starts over with a
different random initial state.

The main drawback of these local search ap-
proaches is that they are not complete in that they are
not guaranteed to find a solution in a finite amount
of time, even if one exists. If there is no solution, these
algorithms will run forever, whereas backtracking will
eventually discover that a problem is not solvable.

While constraint-satisfaction problems appear
somewhat different from single-agent path-finding
problems and two-player games, there is a strong sim-
ilarity among the algorithms employed. For example,
backtracking can be viewed as a form of branch-and-
bound, where a node is pruned when any constraint
is violated. Similarly, heuristic repair can be viewed as
a heuristic search where the evaluation function is the
total number of constraints that are violated, and the
goal is to find a state with zero constraint violations.

Vil. SUMMARY

We have described search algorithms for three differ-
ent classes of problems. In the first, single-agent path-
finding problems, the task is to find a sequence of op-
erators that map an initial state to a desired goal state.
Much of the work in this area has focused on finding
optimal solutions to such problems, often making use
of admissible heuristic functions to speed up the
search without sacrificing optimality. In the second
area, two-player games, finding optimal solutions is
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not feasible, and research has focused on algorithms
for making the best move decisions possible given a
limited amount of computing time. In the third class
of problems, constraint-satisfaction problems, the task
is to find a state that satisfies a set of constraints. While
all three of these types of problems are different, the
same set of ideas, such as brute-force searches and
heuristic evaluation functions, can be applied to all
three.
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[. NON-IT SECURITY ISSUES
[I. IT SECURITY ISSUES

GLOSSARY

asset Information or computing resources that re-
quire protection from modification, disclosure, or
destruction.

authentication The validation of a user or process,
verifying they are who they say they are.

authorization The permission given to a user or
process to access the resource.

availability The ability of an authorized user or
process to access and use a protected resource when
requested.

biometrics The analysis and quantification of human
biological characteristics to digital format.

computer security incident response teams (CSIRT)
A team that has predetermined policies and pro-
cedures in place for responding to security inci-
dents reported by its the user base.

confidentiality The ability to ensure that a protected
resource is not legible by an unauthorized user or
process.

configuration management A process that provides
control and traceability of changes in the design,
development, and maintenance phases of software,
hardware, and firmware.

integrity The ability to ensure that a protected resource
has not been modified since it left the originator.

list-based access control (LBAC) Access granted to
resources given that the user’s identification corre-
sponds to the list of authorized users associated
with the requested resource.

malicious hacker, attacker, intruder A person who at-
tempts, either successfully or not, to obtain unautho-
rized access to information or computing resources.

Encyclopedia of Information Systems, Volume 4
Copyright 2003, Elsevier Science (USA). All rights reserved.

[1l. MEASURES
IV. FUTURE DIRECTIONS

nonrepudiation A service that can be used as proof of
origin, proof of delivery, and for auditing purposes
in order to prevent users from denying their par-
ticipation in secure communications.

role-based access control (RBAC) A user is granted
access to resources if the role associated with the
user’s identification corresponds to the role(s) au-
thorized to access the requested resource.

social engineering The act of manipulating people
into revealing privileged information, which would
result in a breach of the protected assets.

user A user or process that utilizes computer-associated
resources.

WHEN IT COMES TO SECURITY and data communi-
cations, there is no quick fix. There is no one prod-
uct that can take care of all security requirements and
there most likely never will be. The requirements of
ensuring information technology security (ITS) for
systems and communications are dependent on the
systems and services to be protected and there is no
end to the number of permutations of this combina-
tion available, now or in the future.

The two broad categories of ITS are those re-
quirements that address the nontechnical aspects of
ITS and requirements that address the technical as-
pect of ITS. The non-IT security requirements in-
clude physical security, social engineering, personnel secu-
rily, process management, and software security. The IT
security requirements include authentication, autho-
rization, confidentiality, integrity, availability, and nonre-
pudiation. These requirements are not likely to
change with advances in technology, although the
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means by which they are delivered and performed
most likely will.

When evaluating what technical or nontechnical
security measures should be implemented in a system
or product, the value of the assets being protected
must be considered. The cost of security implemented
should not be greater than the actual value of the as-
sets. Specific methods are available for evaluating and
identifying the security measures that should be ap-
plied to a product or system in order to help mitigate,
resolve, or accept the security risks.

I. NON-IT SECURITY ISSUES

The security issues covered in this section are not im-
plemented through technology. They focus on poli-
cies, which once implemented and adhered to should
result in best practices.

A. Physical Security

The physical security of the system being protected is
as important as any security technology that may be
used on the system. Physical security entails properly
securing a system’s physical surroundings to mitigate
the risk of unauthorized physical access. Unautho-
rized physical access can lead to the modification, dis-
closure, destruction, or theft of an asset.

The immediate physical surroundings of the pro-
tected system should be scrutinized for structural in-
tegrity. Structural integrity of the room is achieved when
the walls extend from the floor to the ceiling to prevent
physical or visual access into the room. The walls should
be constructed of a suitable material such as wood,
stone, concrete, or steel. The selection of the material
should be commensurate with the value of the assets be-
ing protected. The floor and ceiling should not be an
alternative means of entry. If the floor is raised or the
ceiling is lowered to accommodate for ventilation and
wiring, it should not be possible to use either of these
as an alternate access route into the room. The type
and quantity of security mechanisms put in place at the
doorway, such as locks or card readers, should be cho-
sen with regard to the value of the assets to be pro-
tected. The windows of the room should be secured to
prevent access from the outside. The windows should
also dictate the positioning of the monitors or overhead
projectors in order to prevent visual eavesdropping.

Physical access control to the room will depend on
the layout of the system’s room s), floor(s), and build-
ing. The described model in the following assumes
the protected system is located in a room with one
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doorway. Appropriate locks on the door may be ade-
quate to ensure access control. A physical key may be
appropriate for a small group of people, all requiring
access to the room, to protect assets that are not of
high value. A keypad requires an access code in order
to enter the room. A card pad, which simply reads the
card as it passes over the reader, can log which em-
ployee entered the room and match that information
on the card with the access control list for the room.
A combination of these methods can provide a sig-
nificant amount of physical security if implemented
with due diligence. Again, depending on the value of
the asset being protected, further measures may be
necessary and could include biometric devices.

The same consideration should be given to the
main entry point of the building or floor that houses
the protected asset. A security surveillance system, us-
ing either personnel or automatic equipment or a
combination of both, could, if warranted, be imple-
mented for the building. It could involve security per-
sonnel, identification cards for employees, which are
easily distinguishable from ID cards for visitors, or re-
stricted floor and building access if plausible.

B. Social Engineering

Social engineering is a means of deception that is lim-
ited only by the imagination of the manipulator. Po-
tential intruders who want to manipulate people into
revealing privileged information that would result in
a breach of the protected assets use social engineer-
ing to their advantage.

Social engineering is usually carried out in conver-
sation either in person or via a medium such as phone
or e-mail but mailing lists, bulletin boards, and web
sites can provide just as much information as an overly
trusting employee.

From one posting in a news group the following in-
formation was extracted: the person’s name, the com-
pany they worked for, their e-mail address, and in this
instance something resembling a user name. Continu-
ing through the posted message, the description of the
problem revealed system information as well as a vul-
nerability in the current configuration. An employee
of a major financial institution posted this message.

Another situation that raises concern for the pre-
vention of impersonation is the request for a pass-
word change over the telephone. If standard proce-
dure simply calls for the user to submit a user name
over the phone to the help desk, then there is a high
probability that this system would be tested and pos-
sibly circumvented by a potential intruder. A chal-
lenge and response mechanism would provide more
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security and, depending on the system and assets be-
ing protected, it may be beneficial to require an in-
person request for forgotten passwords.

Social engineering can also be carried out through
dumpster diving, desk rummaging, and recycle box
surfing. Dumpster diving can prove to be very valu-
able to a potential intruder. It can provide design doc-
umentation, financial statements, personnel informa-
tion including address and salary information, and
patent information, to name just a few. Any informa-
tion that is important to a company, its employees, or
its clients should be discarded in a secure manner. An
effective method would be to shred the information
or, depending on the sensitivity, incinerate the refuse.
Desk rummaging can also leave the information listed
above vulnerable to prying eyes and sticky fingers.
Proper storage containers including lockable filing
cabinets, cupboards, and safes can prevent unautho-
rized access to these valuables. Recycle box surfing is
similar to dumpster diving. Although it is important
for organizations to recycle paper, it is just as impor-
tant for employees to be educated as to what infor-
mation should be recycled and what information
should be disposed of according to policy.

To stop social engineering, employees have to be ed-
ucated. This education should not necessarily focus on
the methods of manipulation but on the information
that should not be revealed to unauthorized personnel.

C. Personnel Security

The most important aspect with regard to non-IT se-
curity for any corporation, agency, or organization is
the people. The people that design, develop, and
manufacture a product, including maintenance and
janitorial staff, are the key to the success of an orga-
nization. It is through their cooperation and adher-
ence with company policies that the organization is
kept secure from internal and external threats. In-
vesting time into the hiring and continual education
of employees is essential. Personnel security planning
and policy should be applied to new hires, employed
personnel, and personnel leaving an organization.
The hiring process is the first step toward securing
an organization. Several precautionary and proce-
dural steps should be performed during the hiring
process depending on the nature of the position. Con-
sideration must be given to the duties of the position
and the exposure to sensitive resources. The preven-
tive measures taken during the hiring process will be
dependent on the resources available to the company
and legal jurisdiction. As always in the protection of
IT, the value of the mechanisms and or procedures
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put in place to secure assets should never be more
than the value of the asset itself.

The information on a prospective employee’s re-
sume, including the address, education, previous em-
ployment, experience, and references, is the starting
point in matching the best candidate to the duties of
the position and the mission of the organization. A re-
sume should always be verified. With the aid of out-
side agencies and again, depending on the position,
organization, and legal jurisdiction, it may be neces-
sary to do a credit check, background check, criminal
record review, and polygraph on the potential new
hire. All new hires in the course of signing their em-
ployment agreement or contract should be made to
review and sign an acknowledgment of understanding
and acceptance of the organization’s security policies.

Once measures have been taken to hire the most
qualified candidate, all personnel should be subject
to continuous education throughout their employ-
ment. The education should contain information and
guidance on all policies, which include but are not
limited to password guidance, physical security, mate-
rial management, social engineering, and e-mail and
Internet etiquette.

It is inevitable that every employee will leave an or-
ganization either through termination, retirement, or
otherwise. An organization should be prepared and have
policies in place to carry out the end-of-employment
procedures of co-op, term, contract, or indefinite posi-
tions. A termination of employment interview should be
a standard organizational security policy for an organi-
zation. Some other considerations would be policies and
procedures to ensure that future and past e-mail
addressed to that person are accessible, proprietary doc-
umentation is not destroyed, compromised, or released,
and that company resources are not extorted before the
employee is removed from the premises.

D. Process Management

Process management is an organized and well-
thought-out plan for the design, development, and
maintenance of a system or products. Through con-
figuration management and incident response, an or-
ganization can be better prepared for everyday and
unexpected events.

1. Configuration Management

Configuration management provides control and trace-
ability of changes in the design, development, and
maintenance phases of software, hardware, and
firmware. It allows for variable degrees of how much
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identification, control, accounting, and auditing are
carried out during each phase.

Configuration management specifies the goals,
scope, and procedure while identifying the controls
for additions, deletions, and changes to the product
or system’s base whether hardware, software, or
firmware. It is important to have a consistent and
identifiable labeling system. The system can aid in
identifying whether any particular change is neces-
sary, redundant, or required and ensure that any mod-
ifications do not inadvertently affect the expected
functionality of the system.

As specified in the 1988 National Computer Secu-
rity Center’s Guide to Understanding Configuration Man-
agement, the inputs to manage include detailed design
specifications, other design data, user manuals and ad-
ministration guides, source code, latest version of the
object code, integration test documentation, system
test documentation, and security test documentation.

Configuration management helps to evaluate the
impact of the impending change. When the changes
are implemented, the documentation is mapped to
the code associated with the current version provid-
ing assurance throughout the design, development,
and maintenance phases.

2. Incident Management

Incident management is an approach to planning for a
rainy day. Whether the computer security incident re-
sponse system is an in-house operation or provided by
a third party, the functionality will be similar. Either
way, having an incident management plan is key to a
successful operation. Intrusions on systems are just as
likely to occur to a home office as to a Fortune 500
corporation. The information for prevention and pro-
tection against intrusions relies on a well-implemented
incident management system.

A computer security incident response team (CSIRT) is a
team that has predetermined policies and procedures
in place for responding to security incidents reported
by its user base. The user base it services could be fo-
cused on commercial, corporate, government, general
Internet populations, or a combination thereof. For a
more in-depth look at a CSIRTS, consult RFC 2350.

The CSIRT has three general responsibilities to its
respective user base. The first would be to define the
services it provides and how those services are ful-
filled. This would be covered in detail through the
CSIRT’s policies and procedures. The second would
be to inform the user base about what relationships
the CSIRT will rely on in the predetermined resolu-
tion plan. Finally, the CSIRT would have to inform

Security Issues and Measures

the user base of the method of communication that
will be used to exchange the sensitive data surround-
ing the incident.

The definition of services would be communicated
through published policies and the concept of oper-
ation provided by the CSIRT to the user base. The
medium could be an operational framework, FAQ,
white papers, newsletters, or the team’s information
server. This information will educate the user base on
how to best report incidences, maintain the required
chain of incident evidence, and what form of action
to expect from the team. Some of the information
that should be considered for distribution by the
CSIRT, as stated in RFC 2350, to the user base is listed
in Table L.

Incidences can cross over domains from internal
systems to external systems, which may be public or
shared. In a crossover, the incident can either have
the malicious action coming from the outside and
causing an adverse reaction on the inside, or the ma-

Table | Information to Be Distributed by a CSIRT

Information source Details

Document information  Date of last update
Distribution list for notification
Locations where the document may

be found

Name of the team

Address

Time zone

Telephone number

Fax number

E-mail address

Public keys and encryption
information

Team members

Points of customer contact

Contact information

Mission statement

User base

Sponsorship and/or affiliation
Authority

Charter

Policies Types of incidents and level of
support

Cooperation

Interaction and disclosure of
information

Communication

Authentication

Services Incident response

Proactive activities

Other Incident reporting forms

Disclaimers
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External
system

Internal

system

Figure 1 Affect of internal and external incidents.

licious action may come from the inside and cause an
adverse reaction on the outside (Fig. 1).

In both instances, a large knowledge base exists
when affected parties in public systems share experi-
ences. Due to the extremely sensitive nature of the in-
formation reported during an incident, the user base
must understand and comply with any established
partnerships the CSIRT may have. Depending on the
circumstances surrounding the incident, information
exchanges may be necessary between CSIRTs or with
government agencies, law enforcement, corporations,
and companies that may not have dedicated CSIRTs.
RFC 2350 notes the importance for the user base to
be aware of the differences between sharing informa-
tion corresponding to a working agreement and shar-
ing information through a simple cooperation. A
working agreement can imply that a nondisclosure
agreement (NDR) exists between the parties, while
working in cooperation implies that the parties are
working in good faith.

The methods for transmitting the sensitive infor-
mation, from the CSIRT’s policies and procedures to
reporting and disseminating information about secu-
rity incidents, must be secure. The means of commu-
nication will vary between CSIRTs but the authentica-
tion, authorization, confidentiality, integrity, and
availability of the communications must be preserved.

The means of publishing the CSIRT’s policies and
procedures should provide assurance that the infor-
mation was posted by the CSIRT. That is, the person or
persons whom posted the information can be verified
and were authorized to post, modify, or delete the in-
formation on behalf of the CSIRT. The integrity of the
information must also be maintained. For example, a
digital signature would ensure that the posted infor-
mation was not altered since it was signed and, if it had
been altered, the comparison of signatures would fail.
Using public key cryptography in combination with an
access control mechanism (role-based access control or
list-based access control) will ensure that only autho-
rized individuals or groups of the CSIRT’s user base
can access the policies and procedures.
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When reporting incidents, it is important again
that the user base can verify that the connection is ter-
minated at an authorized individual or reporting
mechanism. This could be achieved via secure tele-
phony if there is a large resource base, or via a sym-
metric secret (pass phrase) for a smaller resource
base. The same is true for responding to an incident
for the CSIRT. A protective mechanism should be in
place when reporting to the user base.

On the resolution side, it is equally important that
the CSIRT exercise due diligence and protect the in-
cident information with the best means possible when
collaborating with parties outside of the CSIRT team.
The user base should be informed and understand
that there may be a possibility for a breech in confi-
dential information while searching for a collabora-
tive resolution.

E. Software Security

Incorporating concepts of security into the develop-
ment of software ensures a better product both for
quality and quantity. The quality of the product will
be exemplified in a bug-free product, which will be
evident in the lack of security patches that have to be
released. The fewer security patches that have to be
released the happier clients will be with the product.
Additionally, fewer resources will have to be expended
on patches and fixes, thus providing more overall rev-
enue for the company.

1. Robust Coding Practices

One of the best defenses against security issues is to
have strong security software products that work and
interoperate as expected—securely. This is easier to
do than one would initially assume. The concept of
security should start at the drawing table when the en-
gineers, developers, and product managers are con-
juring ideas for new and advanced technologies.

The process for stable security code is to think, de-
sign, and develop. Significant thought must be given
not only to the desired functionality of the product
but also to how that product will be used and inte-
grated in multiple-user environments. The big picture
is the key to the design at the drawing board. The
user base and the environment will affect the func-
tionality of the product. It is the interactions between
these that have to be analyzed in order to anticipate
and thus in turn produce robust code.

The following are the security design principles, as
stated by Mat Bishop, that should be adhered to. The



50

principle of least privilege gives the process the mini-
mum amount of privilege in order to carry out its
function. The principle of fail-safe defaults has the
process returning to the last known secure state after
failure occurs. The principle of the economy of mechanism
promotes the simplest form of design. It is not neces-
sary to have complex code if it can be represented in
a simplified form. The principle of complete mediation
lends itself to the task of checking return values and
interface inputs. The principle of open design supports
clear security mechanisms. It is not advantageous to
perform security through obscurity. This is often sim-
ple and, in turn, simply broken. The principle of sepa-
ration of privilege leads to clear and identifiable roles,
which have a set of resources allocated accordingly.
The privilege of least common mechanism implements se-
curity in a straightforward manner that is user friendly.
When security becomes an annoyance to the user
base, the users will try to circumvent the security mech-
anism. Finally the principle of physiological acceptability
lends itself to the concept that approval is acceptance
and therefore will be utilized.

2. Delivery

The security of software or information is the re-
sponsibility of the originator until it is in the posses-
sion of the end user. So although the design and de-
velopment of the resource may have occurred under
a controlled and secure environment, the same con-
siderations are required for the delivery of the re-
source in order to maintain its integrity. Regardless of
the means of delivery, integrity must be preserved
through the packaging, transport, and distribution of
the resource.

Il. IT SECURITY ISSUES

The six services essential to the security of systems
and data communications are authentication, autho-
rization, confidentiality, integrity, availability, and non-
repudiation. In the following sections, each service is
reviewed. In many instances, no one service is selected
in isolation but rather incorporated with other ser-
vices to provide a robust infrastructure for the pro-
tection of assets.

A. Authentication

The authentication service ensures that the user’s
identification is valid. The three forms of authentica-
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tion are (1) authentication through something that
the user knows, (2) authentication through some-
thing that user has, and (3) authentication through
something the user is. The typical standard of identity
verification through the use of a password covers
something the user knows but it is insufficient in most
environments to allow a system to utilize a password
as the only form of authentication. A combination of
two or three forms of authentication would provide
more strength depending on the mechanisms used
and the system being protected.

The IT mechanisms that can be incorporated into
securing authentication services include passwords,
software and hardware tokens, and biometrics. This
list is not limited to these specific mechanisms since
the field of IT is continuously growing and expanding.

1. Passwords

A password associated with a user name is not secure
enough for all applications. Some factors that
strengthen the protection of a password authentica-
tion method include the length, the variability, and
the randomness of the password. The length and vari-
ability of the password directly affect the number of
permutations. The variability includes the number of
different selections that can be chosen for each seg-
ment of the password. Table II shows that, as the
length of the password and number of permutations
increase, the number of different password possibili-
ties increase.

Having a large number of possible permutations is
no longer enough with the current computing power
that is available. It is now essential to a system’s secu-
rity to have the password run through a number of
hashes in order to make the task of cracking the pass-
word more difficult. The difficulty in cracking this
hashed password will lead to longer computational
times. Table III shows how many days it would take to
run through all possible permutations assuming a
computing power of 75 passwords per second for a
password that has been hashed 5000 times.

Table Il Number of Password Permutations
Password Alpha/ Uppercase/
length Alpha numeric alpha/numeric
X 26~ 36~ 62
6 3.09"° 2.18" 5.68%10
2.09E!1 9 89F12 92.18"!
10 1.4151 3.66%1° 8.39%17
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Table lll Time to Try All Possible
Password Permutations®

Number of password Time (days) for Time (days) for

combinations 1 hash 5000 hashes
3.09"8 0.01 47.69
2.18% 0.07 1051.31
5.68%10 1.75 8765.43
2.09%M1 6.45 $2253.09
2.82%12 87.04 435185.19
2.18%! 6728.39 33641975.31
1.41%14 4351.85 21759259.26
3.66%1° 112962.96 564814814.81
8.39%17 25895061.73 129475308641.98

“Assuming computing power of 75 passwords per second for a
password that has been hashed 5000 times and a computing power
of 375,000 passwords per second for a password that has been
hashed once.

2. Software and Hardware Tokens

Software and hardware tokens strengthen an authen-
tication method when used in conjunction with a pass-
word. Tokens incorporate something the user has with
the password, something the user knows. This pro-
vides not only strength in the access method but in-
creases the difficulty of having an attacker masquer-
ade as the user. The attacker would need to take
possession of the token as well as crack the associated
password. This attack should be mitigated by policies
and procedures, which dictate due diligence with re-
spect to the storage of the token and selection of a
password.

3. Biometrics

Biometrics is the analysis and quantification of human
biological characteristics to digital format. The physi-
cal characteristics typically used, as stated in the
InfoSysSec Security Portal, include finger, face, iris,
retina, hand, and voice. Each characteristic focuses
on the associated unique traits in order to perform a
biometric scan as listed in Table IV. There are four
steps to a biometric scan, which differ slightly for reg-
istering and authenticating a user to a system.

On registration of a user in a biometric system, the
person’s identification and authorization must be ver-
ified in a secure and undisputable manner. This
method will be dictated by an organization’s policies.
Once the identity is validated, the biometric image
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must first be captured; this process is called enroll-
ment. This image should not be held in the device be-
yond the time that is required to extract the unique
characteristics of the physical attribute. The extraction
would use predetermined points of the characteristic
as input data. The unique characteristics extracted will
depend on the attribute used for authentication. The
digital format must be stored securely for future com-
parisons. On authorization of a user to the biometric
system the user submits the required characteristic to
the scanning device. The unique characteristic is
scanned, processed, and represented in a digital for-
mat. A comparison between the secure repository and
the digital format of the physical trait is performed.
Access is granted or denied given a match or a failure,
respectively. For more information about biometrics
refer to the InfoSysSec Security Portal at http://www.
infosyssec.com/infosyssec/biomet 1. him.

B. Authorization

The authorization service ensures that the user is au-
thorized to have access to a particular resource. Au-
thorization can be done through role-based access con-
trol (RBAC) or lst-based access control (LBAC).

RBAC will grant a user access to a resource if the
role associated with the user’s identification corre-
sponds to the roles associated with the requested
resource. LBAC will grant a user access to resources if
the user’s identification corresponds to the list of au-
thorized users associated with the requested resource.

Table IV Physical Characteristics and Corresponding
Unique Traits

Physical characteristic Details
Finger Finger print
Face Upper outline of the eye socket
Cheekbone
Sides of the mouth
Iris Rings
Furrows
Freckles
Cornea
Retina Blood vessels in the back of the eye
Hand Length
Width
Thickness
Surface area of the hand and fingers
Voice Voice print
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Although authorization is commonly implemented
through software, no one aspect of technology is re-
sponsible for its successful operation. Encryption for
confidentiality can also be seen as an authorization
mechanism (see discussion of confidentiality next).

C. Confidentiality

The confidentiality service ensures that protected re-
sources are not legible by unauthorized users or
processes. Public key and symmetric key encryption
can secure resources for both confidentiality and au-
thorization. The confidentiality is provided by the en-
crypted text, and only the person authorized to have
the corresponding private or secret key can decrypt
the information. Public key encryption utilizes a pub-
lic and private key pair, which is unique for each user.
A user’s public key is made available to the public usu-
ally through a repository in the form of a certificate.
The certificate’s integrity is guaranteed through the
use of a digital signature applied to the certificate by
a trusted third party. User A secures a resource to
User B by encrypting the resource with User B’s pub-
lic key. User B is the only party who is able to decrypt
the resources by using the private key associated with
the public key used to encrypt the resource, User B’s
private key.

Symmetric key encryption utilizes a shared secret
between two parties. The shared secret would have to
be communicated securely, either via a secure proto-
col or out-of-band, between the two parties before any
encrypted communication could proceed. Symmetric
key encryption has two drawbacks. The secret has
to be communicated in a secure method and there
must be a unique secret between each originator and
receiver.

D. Integrity

The integrity service ensures that the resource was
not altered since it left the originator. For example,
the use of a digital signature ensures integrity. To ap-
ply a digital signature, the originator performs a one-
way hash of the text. The hash is then encrypted with
the originator’s private signing key. The original text
along with the digitally signed hash is sent to the re-
cipient. The recipient verifies the integrity of the mes-
sage by performing the same one-way hash function
on the original text. Then the recipient decrypts the
signed hash with the originator’s public digital signa-
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ture key, which was retrieved from a trusted reposi-
tory. The hash of the text and the hash that was en-
crypted are compared. If the hashes match the in-
tegrity of the message is intact. If they differ, the text
was altered since the originator digitally signed it and
the integrity is compromised.

E. Availability

The availability service ensures that authorized users
or processes can access and use resources in an ac-
ceptable manner. The acceptable manner may in-
clude time to access mail servers, repositories, com-
putational resources, memory address space, and
internal and external networks. Any restrictions on
resources should be made known to the user base,
which relies on access to the resources. Availability is
implemented through the services mentioned above,
that is, authentication, authorization, confidentiality,
and integrity.

F. Nonrepudiation

The service of nonrepudiation ensures that the com-
munication between users cannot be denied and the
technology verifies which users participated in the
communication. Nonrepudiation is carried out
through the services of authentication, authorization,
confidentiality, and integrity when implemented with
a secure time stamp. A secure time stamp is the se-
cure application of the current date and time, which
is retrieved from a trusted time source, to a resource.
Nonrepudiation can be used as a proof of origin or
proof of delivery and for auditing purposes. Nonre-
pudiation is technology’s version of a notary public.

lll. MEASURES

Understanding the basic concepts of non-IT-related
security issues and IT-related security issues is the first
step to securing data communications. Use of mea-
sures such as threat risk assessments (TRAs), third-party
and internal evaluations will aid in identifying where
to apply these basic concepts. TRAs can focus on the
big picture, or specific components, services, or com-
munications between them, whereas evaluations focus
on certain components of a system and determine the
strength and weaknesses with respect to ITS.
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A. Threat Risk Assessment

A TRA is an analysis of an organization’s IT assets that
identifies existing or potential threats and how to ac-
cept, minimize, or avoid risk by means that are ac-
ceptable to management. A TRA will lead to recom-
mendations for safeguards that will reduce the risk to
an acceptable level. To determine the scope of the
TRA, a boundary must be laid out. The boundary will
identify the components, connectivity, and user base
of the environment that encompasses the assets.

Either a team or an individual may conduct the
TRA. If a team conducts a TRA, the team should rep-
resent the various groups in the organization. If a se-
lect few will be carrying out the TRA, it is essential for
a cross-representation to be captured through one-
on-one interviews and discussions with key individuals
across the organization.

Once a boundary is established, the organizational
assets that require protection are then identified,
keeping in mind any special needs the organization
operations may have. An asset is any information or
resource that requires protection from modification,
disclosure or destruction. The values of the asset will
always be more than the cost of the mechanisms put
in place to protect the asset. For more information on
TRAs, consult Communications Security Establish-
ment (1999).

B. Evaluation

Security evaluations can add enormous value to a
product or system for the effort required. Although
both third-party and internal security programs have
a resource cost associated with them, the benefit can
far outway the cost.

Incorporating security evaluations into the devel-
opment of the product can prevent and mitigate risks
before the distribution of the software to the public.
This results in a more stable product and fewer secu-
rity patches released to the clients. This is the benefit
provided by internal programs such as security re-
views and penetration testing.

1. Third Party

Third-party evaluations are standards or schemes that
have been developed by an external party. In the fol-
lowing three examples, government bodies have devel-
oped and currently run third-party evaluation programs.
Government departments head the Common Criteria
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and Federal Information Processing Standard programs
but the evaluations are actually performed by privately
owned independent and accredited laboratories.

a. COMMON CRITERIA

The Common Criteria (CC), ISO/IEC Standard 15408,
is an internationally recognized evaluation standard
applied to ITS products and systems. The CC certifi-
cates are recognized in Australia, Canada, Finland,
France, Germany, Greece, Italy, the Netherlands, New
Zealand, Norway, Spain, the United Kingdom, and the
United States at the time of this publication.

The CC evaluates a specific system or product
against a protection profile or a security target. A pro-
tection profile is usually written by an organization
with specific ITS requirements in mind but no spe-
cific system or product in mind. A security target is
typically written by the vendor of a system or a prod-
uct and lists how the specific ITS requirements are
satisfied by their product.

b. FEDERAL INFORMATION PROCESSING STANDARD

The Federal Information Processing Standard (FIPS) is
developed and maintained by the U.S. federal gov-
ernment agency, the National Institute of Standards
and Technology (NIST). In collaboration with inter-
national and national organizations and agencies,
NIST produces standards for the federal government
when the requirements for security and interoper-
ability exist yet no acceptable industry standards or
solutions are available.

The standards produced can be either voluntary or
involuntary. That is, voluntary standards provide guid-
ance to best practices but it is not mandatory for fed-
eral government sectors to coincide. On the other
hand, NIST also has the authority to make the stan-
dards involuntary. All federal government agencies
must adhere to an involuntary standard unless the
agency submits a waiver. The waiver must show that by
following the standard, the mission of the agency
would suffer a tremendous impact or the overall sav-
ings of the federal government would not offset the
financial cost to the agency.

NIST provides guidance to the vendors that wish to
comply with the standard as well as guidance and test
criteria for accredited laboratories to evaluate the ven-
dor and product against. The categories of FIPS pub-
lications include hardware and software standards/
guidelines for database, electronic data interchange, in-
formation interchange and modeling techniques; data
standards/guidelines for representations and codes;
and computer security standards/guidelines for access



54

control, cryptography, general computer security, risk
analysis, contingency planning, and security labels.

2. Internal Programs

Third-party programs provide a structured evaluation
of a product, which results in an evaluation certificate
for marketing and partnership requirements. In many
instances, such a certificate may not be necessary for
certain categories of products. Internal evaluation
programs provide tremendous value to a product and
the overall organization. With an internal evaluation
program that is run in cooperation with the develop-
ment cycle, a more robust security product will result.
This process can save organization resources, includ-
ing development time and money, by avoiding the re-
lease of maintenance and bug patches. An internal
program consists of a security review and penetration test-
ing. Penetration testing is done in conjunction with
the security review.

a. SECURITY REVIEW

A security review should be done in cooperation
with the design and development process. At the time
a product or system is first conceived at the drawing
table, security should be at the forefront with other
requirements.

A wvulnerability analysis is a review that focuses on
security-relevant issues that either moderately or se-
verely impact the security of the product or system. A
vulnerability analysis should be done on all design
documentation, source code, test cases, and user and
administrator documentation. During the analysis,
recommendations should be made for improving the
inputs if areas were inadequately documented.

A system should be in place for the classification
and resolution of the vulnerabilities found. The clas-
sification would rank the vulnerabilities in order of
severity, ranging from moderate impact on the sys-
tem’s security to an unacceptable impact, which would
compromise the system. There can be any number of
levels in the classification of the vulnerability, but the
more levels that exist, the priority of resolving the vul-
nerability may be lost and seen as unimportant.

Any security issue that is found is important and
should be resolved or mitigated. With a classification
system in place, the identification of issues is addressed
but a resolution plan and tracking system should also
be put into place in order to assign developers and
designers to the problem in a timely manner. A track-
ing system should document the issue and the solu-
tion but due to the sensitivity of the vulnerabilities
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found, the system should be accessible only on a need-
to-know basis.

As technologies change, it may be necessary to im-
prove the inputs used for a vulnerability analysis or
change the process by which a resolution is imple-
mented. A process improvement recommendation can
be as simple as suggesting a new impartial section of the
company be involved in the process or a better means
of communication be put in place between the groups.

b. PENETRATION TESTING

Penetration testing focuses on how the system or
product can be manipulated and in essence be bro-
ken or hacked. Of course, because the vendor of the
system or product would have requested the security
review, it would be considered ethical hacking. Pene-
tration testing is done in conjunction with the vul-
nerability analysis. If individuals or teams are working
on either, they should work in close collaboration to
achieve the most thorough analysis. The documenta-
tion and configuration information should be ana-
lyzed to see if any of the information reveals vulnera-
bilities or could be used to compromise the security
of the product. During penetration testing, the prod-
ucts’ functionality, interoperation, and source code
should be placed under close scrutiny to ensure the
robustness of the product’s security.

One common concern of internal security reviews
and third-party reviews is the effect of the interopera-
tion of evaluated products with products that are not
evaluated. In the commercial industry this is an issue.
The mitigation to this concern is to clearly identify
any assumptions made during a security review in-
cluding what is considered to be in the scope of the
evaluation. Although it is unlikely that every com-
mercial product will attain an evaluation status, data
communications would be more secure than they are
today if security were initiated at the drawing table
where concepts and products are designed.

IV. FUTURE DIRECTION

Security for data communications and the Internet is
seeing only a portion of the attention it deserves. A
tremendous amount of work remains to be done to
educate the government, business, and general pub-
lic communities.

Currently, companies that invest resources into se-
curity programs have confidence in the security of-
fered by their products but can only make assump-



Security Issues and Measures

tions about the products produced by other vendors
on which they rely. The security of data communica-
tions would be augmented if all vendors would incor-
porate general security issues, both technical and non-
technical, into their design and development
processes. Although added assurance is obtained
when products undergo third-party evaluations, such
as the CC and FIPS, such evaluations may not always
be necessary or applicable.

Data communications and Internet traffic are grow-
ing by the minute; more and more people are dis-
covering the opportunities the digital world presents
and the possibilities it holds. The majority of users do
not understand the security issues and risks associated
with the Internet. If users are educated they will re-
quest secure communications from governments and
vendors. The future direction of ITS should focus
more on education. The more the user communities
understand the issues of today, the more interested
parties will collaborate in order to achieve secure and
interoperable data communications for tomorrow.

SEE ALSO THE FOLLOWING ARTICLES

Computer Viruses ® Crime, Use of Computers in ® Electronic
Mail ¢ Encryption ® End-User Computing, Managing ® Ethi-
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BIBLIOGRAPHY

Adams, C., and Lloyd, S. (1999). Understanding public key infra-
structures: Concepts, standards and development considerations.
(Engelman L. R., ed.) Indianapolis, IN: Macmillan Techni-
cal Publications.

Bishop, M. (2000). Attacking programs, and writing more secure pro-
grams for Unix. Davis: Department of Computer Science,
University of California—Davis.

Brownlee, N., and Guttman, E. (1998). RFC 2350: Expectations
Jfor computer security incident response. Internet Engineering
Task Force, Network Working Group.

Common Ciriteria, Version 2.1. Available at http://www.com-
moncriteria.org.

Communications Security Establishment (1999). Threat and risk
assessment working guide. Ottawa: Government of Canada.
InfoSysSec Security Portal (2000). Available at http://www.in-

fosyssec.com/infosyssec/biometl.htm.

National Computer Security Center (1988). The rainbow books:
A guide to understanding configuration management in trusted
systems. Fort George G. Meade, MD.

National Institute of Standards and Technology (2000). Federal
information processing standards. Available at http://www.itl.
nist.gov/fipspubs.

National Security Agency Information Assurance Solutions
Technical Directors (2000). Information assurance technical
framework release 3.0.



Server Classifications

Shu Zhang

Computer Science Corporation, Los Angeles

Ming Wang

I. SERVERS
Il. NETWORK OPERATING SYSTEMS FOR SERVERS

GLOSSARY

centralized system Computers are hosted in data cen-
ters and users access the host computers through
terminals.

distributed system Client/server system consisting of
many autonomous SeIvers.

network operating systems Operating systems de-
signed for and dedicated to network servers.

servers Computers on the network that serve multi-
ple users.

A SERVER is a networked computer that serves the re-
quests from multiple computers. Servers play very im-
portant roles in information systems today, especially
in distributed client/server computing environments.
Network operating systems have crucial impacts for
server performances. In today’s competitive market
place, all aspects of servers evolve rapidly. Functional-
ities of servers are reviewed. Servers are classified
based on functionality.

I. SERVERS

A server is a networked computer that serves the re-
quests from multiple computers. Servers play very im-
portant roles in information systems, especially in dis-
tributed computing environments and client/server
architectures. A common example would be a data-
base server serving many users over a network simul-
taneously. In this case, users might use a desktop PC
(personal computer) with a graphical display to com-
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[ll. SERVER CLASSIFICATION BY FUNCTIONALITY

pose and send a request, and receive and display the
result of the request from the server. Since a server
might serve hundreds or even thousands of users at
the same time, it needs a more powerful CPU (cen-
tral processing unit), possibly multiple CPUs, and
faster and redundant data storage devices, like a RAID
(redundant array of inexpensive disks) device. Be-
cause a server might store shared critical data, usually
it has a tape drive, or it can connect to a networked
tape drive device to archive data for ensuring data
safety and integrity.

A. From Hosts to Servers

1. Centralized System

The concept of network computer architecture is evo-
lutionary. The origin of the centralized computer
dates back to the 1940s. During that time host com-
puters were very large and expensive machines, like
the famous MARK I, ENIAC, and EDVAC, etc. Even
after computers were commercialized around the
1950s, most computers were “hosted” in highly se-
cured data processing centers, and users accessed the
host computers through “dumb” terminals. By the
late 1960s, IBM became a dominant vendor of large-
scale computers called a “mainframe” host. In the
mid-1970s, minicomputers started challenging main-
frame computers. In many cases, minicomputers
could host applications and perform the same func-
tions as mainframes, but with less cost. Since the host
is the center of this system architecture, it is called a
centralized system. In the early 1980s, most computers,
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no matter whether they were large-scale mainframes
or smaller minicomputers, were operated as applica-
tion hosts, while terminal users had limited access to
their hosts; in fact, most terminal users never have
any physical access to host computers. Generally
speaking, a host is a computer designed for massive
parallel processing of large quantities of information
connected with terminals utilized by end users. All
network services, application executions, and data-
base requests are hosted in this computer, and all
data are stored in this host.

Basically, minicomputers and mainframe comput-
ers were the de facto standard of enterprise central-
ized computing systems before PCs entered the pro-
fessional computing area. Figure 1 shows a typical
centralized system.

2. Distributed System

A distributed system consists of a collection of micro-
computers connected to one or more computer servers
by a computer network and equipped with network op-
erating system software. Network operating system soft-
ware enables computers to coordinate their activities
and to share the resources of the system—hardware,
software, and data. It also can coordinate activities
among servers to achieve better over all performance
for network tasks. A well-designed distributed system
could provide users with a single, integrated comput-
ing environment even though the computers are lo-
cated in geographically separated facilities.

The development of distributed systems followed the
emergence of high-speed LAN (local area computer
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networks) and WAN (wide area networks) in the early
1980s. Ever since IBM introduced IBM PC into the com-
puting market, the enterprise computing system has
changed dramatically, as computers have become more
and more affordable to users. The availability of high
performance microcomputers, work stations, and server
computers has resulted in a major shift towards distrib-
uted systems and away from centralized computing sys-
tems. People are no longer being tied to high-end and
expensive centralized computing environments. The
trend has been accelerated by the development of dis-
tributed system software such as Oracle Server and SQL
server packages, designed to support the development
of distributed applications. It is very common now to
see a distributed application running collaboratively
among some servers. For a well-designed distributed ap-
plication, any task could be executed by more that one
server, so a single faulty server won’t bring down the ap-
plications. For example, a state wide hospital system’s IS
(information system) department might have to sup-
port tens of medical centers scattered state wide and
have tens of departmental information systems (like a
UNIX based RIS for Radiology and a Windows NT based
Dietary system, etc.) running on Windows 2000/NT
servers and different UNIX platforms, while the HIS
(Hospital Information System) and CIS (Clinical Infor-
mation System) are on mainframe computers. Only a
distributed computing environment could bring so
many autonomous departmental systems together and
make them work collaboratively.

Enterprise computing systems differ in significant
ways from centralized and distributed systems. Since
the late 1980s, a move has occurred from mainframe
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Figure 1 Centralized system.
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systems to networked personal computing systems,
with network software providing such functionality as
shared data storage and electronic mail. Despite the
interconnectivity of distributed systems, they remain
largely independent: each user runs his or her appli-
cations on their own microcomputers, and any inter-
actions between systems are through shared files and
mails. Client-server architecture has become common
in such a distributed system. A number of client com-
puters are configured as a sort of ring around the
server, which provides database functionality and file
management. Again, the client computers interact in-
directly through shared servers. Figure 2 shows a typ-
ical distributed system.

B. Servers for Client/Server Computing

Client/server computing is a phenomenon that has
developed in the past decade. The inexpensive and
powerful PC took over previously “dumb” terminal-
oriented enterprise desktops as quickly as people
could think. To use the excessive computing capacity
of desktop PCs or workstations, many organizations
began downloading data from those enterprise host
computers for local manipulation at the user’s fin-
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59

gertips. In this client/server model, the definition of
the server will continue to include what those tradi-
tional hosts and servers have, but people can envision
the placement of network and application services on
many different operating system platforms.

1. Servers for “Thin” Clients

a. “Far” CLIENTS VERSUS “THIN” CLIENTS

Client-server computing architecture refers to the
way in which software components interact to form a
system. As the name suggests there is a client process,
which requires some resource, and a server, which
provides the resource. There is no requirement that
the client and server must reside on the same ma-
chine. In practice, it is quite common to place a server
at one site in a local area network and the clients at
the other sites. Clients can be categorized into two
types: fat clients and thin clients. A “fat” client re-
quires considerate resources on the client’s computer
to run effectively. This includes disk space, RAM, and
CPU power. It has significant client-side administra-
tion overhead. A “thin” client requires fewer resources
on the client’s computer and is responsible for only
simple logic processing, such as input validation. It
has less expensive hardware because the client is thin.

MACs

Database
Network
(=] Minicomputers
E_:
| —
File servers

Figure 2 Distributed system.
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b. THIN CLIENTS

In the thin-client/server computing model, appli-
cations execute 100% on the server. The client com-
puters are just ordinary desktop PCs running one or
more terminal programs to access servers over LAN
or WAN. The thin-client/server involves connecting
thin-client software or a thin-client hardware device
with the server side using a highly efficient network
protocol. The thin-client/server architecture enables
100% server-based processing, management, deploy-
ment, and support for mission-critical productivity,
Web-based, or other custom applications across any
type of connection to any type of client hardware, re-
gardless of platforms. The client hardware can in-
clude desktop PCs, network computers, handhold
computers, wireless PDA, and Windows-CE devices.

c. ADVANTAGES OF “THIN” CLIENTS

Though it appears to be a very primitive approach
for client/server computing since it simply replaces
one or more dumb terminals with a desktop PC, the
thin-client/server model has regained some ground
recently because of the TCO (total cost of ownership)
consideration for IS operation and the appearance of
lower-powered client devices like a PDA (personal
data assistant) for palmtop computing. For the thin-
client/server computing model, there is no need to
purchase or upgrade client hardware—just run the
latest software on servers instead. The client can let it
comfortably evolve, leveraging existing hardware, op-
erating systems, software, networks, and standards.
Thin-client/server computing extends the life of the
organization’s existing computing infrastructure con-
siderably and might reduce TCO if it is planned and
implemented carefully with well-scaled servers.

2. Servers for Multiple Tiers
of Client/Server

In a typical client/server based application, the client
process and server process can be on the same com-
puter, or distributed in two or more computers. A
single-tier client/server application consists of a sin-
gle layer that supports the user interface, the business
rules, and the data manipulation processes all on one
computer. This kind of application is rarely used to-
day because it will not take advantage of the distrib-
uted computing environment.

a. Two-TiER CLIENT/SERVER ARCHITECTURE
The two-tier client/server structure is the simplest
client/server structure that is still in use for many ap-
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plications today. In a two-tier application, the business
rules and user interface remain as part of the client
application on the client’s computers. The traditional
two-tier client/server architecture provides a basic
separation of tasks. The client (tier 1) is primarily re-
sponsible for the presentation of data to the user, and
the server (tier 2) is primarily responsible for supply-
ing data services to the client. The client handles user
interface actions and the main business application
logic. The server provides server side validation, data
retrieval, and data manipulation. This separate appli-
cation could be a RDBMS (relational database man-
agement system), which is functioning as a data
storage/retrieval system for the application.

b. THREE-TIER CLIENT/SERVER ARCHITECTURE

The need for enterprise scalability challenged the
traditional two-tier client/server architecture. In the
mid-1990s, as applications became more complex and
potentially could be deployed to hundreds or thou-
sands of end-users, the client side presented the prob-
lems that prevented true scalability. Because two-tier
client/server applications are not optimized for WAN
connections, response time is often unacceptable for
remote users. Application upgrades require software
and often hardware upgrades on all client PCs, re-
sulting in potential version control problems.

By 1995, three new layers of client/server architec-
ture were proposed, each running on a different
platform:

1. Tier one is the user interface layer, which runs
on the end-user’s computer.

2. Tier two is the business logic and data processing
layer. This middle tier runs on a server and is
often called the application server. This added
middle layer is called an application server.

3. Tier three is the data storage system, which stores
the data required by the middle tier. This tier
may run on a separate server called the database
server. This third layer is called the back-end
server.

In a three-tier application, the user interface processes
remain on the client’s computers, but the business
rules processes are resided and executed on the ap-
plication middle layer between the client’s computer
and the computer which hosts the data storage/
retrieval system. One application server is designed to
serve multiple clients. In this type of application, the
client would never access the data storage system
directly.
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c. ADVANTAGES OF THREE-TIER

CLIENT/SERVER ARCHITECTURE

Since there are three physically separated layers for
the application, the added modularity makes it easier
to modify or replace one tier without affecting the
other tiers. Application maintenance is centralized
with the transfer of the business logic for many end-
users to a single application server. This eliminates
the concerns of software distribution that are prob-
lematic in the traditional two-tier client/server archi-
tecture. An additional advantage is that the three-tier
architecture maps quite naturally to the Web envi-
ronment, with a Web browser acting as the thin client,
a Web server acting as the application server, and a
data/database system server as the back-end.

d. MuLTITIER CLIENT/SERVER ARCHITECTURE

The three-tier architecture can be extended to
n-tiers, with additional tiers added to provide more
flexibility and scalability. Some distributed computing
systems have more than three layers, but the basic
rules are the same as those for three-tier applications.
For example, the middle tier of the three-tier archi-
tecture could be split into two, with one tier for the
Web server and another for the application server.
More than one server used in the second and third
layers will usually increase overall application effi-

Web server cluster
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ciency as needed. Figure 3 shows a typical multiple
tier client/server architecture.

Il. NETWORK OPERATING
SYSTEMS FOR SERVERS

Servers works best when they are configured with an
NOS (network operating system) that supports shared
memory, preemptive multitasking, and application
isolation. To handle massive data processing load and
multiple applications efficiently, servers need to use
an OS that provides a multithread environment and
scalability for multiple CPUs. Since servers are tied to
networks to provide a variety of network services, some
operating systems are dedicated to the servers and are
called an NOS (network operating system). They are
introduced in the following sections.

A. Novell NetWare

For a number of years, NetWare was synonymous with
networking. NetWare, an exceptionally fast file-and-
print server, allows desktop clients to share files, data,
and printers. From its inception, Novell’s redirector
implementation strategy reflected the need for speed.

Applicatio

Database server cluster

Figure 3 A multitier client/server diagram.
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The NetWare redirector was designed to intercept
and redirect system calls for disk access. However,
Windows 2000/NT operating systems are giving Net-
Ware some stiff competition because of their native
API functionalities with desktop operating systems
such as Windows 2000 Professional and Windows
XP/ME/98/95 systems.

B. Microsoft Windows 2000/NT

The Microsoft Windows 2000/NT Server is a very com-
monly used 32-bit operating system. The Windows
2000 Server kernel has evolved directly from its pre-
decessor Windows NT Server. The Windows 2000/NT
Server leverages the Windows GUI into the world of
networking. The Windows 2000/NT Server uses the
same user interfaces as Windows XP/ME /98,/95 with
true multithreading, built-in networking, security, and
memory protection. The Windows 2000 Server has
three editions to address different market require-
ments, namely Standard Server, Advanced Server, and
Data Center Server. The Windows 2000 Server pro-
vides exceptional portability, scalability, and distrib-
uted computing capacities with built-in DCOM com-
ponents, as well as POSIX compliance and C2 security.

GC. UNIX Families

UNIX is an interactive time-sharing operating system
that was invented in the 1960s. UNIX has powerful
multiuser capabilities because of its architecture and
features. Among the many features of UNIX are 32-
bit and 64-bit architectures, preemptive multitasking,
robustness, and networking capability. There are many
UNIX vendors such as Solaris from Sun Microsystems,
AIX from IBM, and UX from HP. In comparison to
other network operating systems such as NetWare and
Windows 2000/NT, UNIX is quite expensive to main-
tain and support with the exception of Linux. Though
UNIX was the most widely used multiuser general-
purpose operating system in the enterprise level com-
puting world in the 1990s, it has yielded more and
more to the Windows 2000/NT operating system.

D. Some Proprietary Systems

1. IBM’s MVS

Though IBM mainframe computers have acted as a
traditional application host for many years, there is a
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commitment made by IBM to provide support for net-
working services running under its MVS (multiple vir-
tual storage) environment. This is an attractive option
for organizations with a large investment in MVS ap-
plications under IBM System 370-compatible main-
frame computers. MVS provides a powerful database
server using DB2. With MVS networking services, users
can issue SQL requests from a client/server applica-
tion to the target databases as part of the view and
make this implementation viable for high-performance
tasks. IBM also makes a similar commitment to its mid-
dle range computers, the AS/400 systems under the
OS/400 operating system.

2. DEC’s VMS

DEC (Digital Equipment Corp.), now a division of
Compagq, provides VMS as its server OS platform. VMS
has a long history in the distributed computing envi-
ronment arena and includes many of the features nec-
essary to act as a server in client/server models. VMS
support for DBMS products such as Oracle, SyBase,
RDB, and Ingres allow this platform to execute effec-
tively as database servers for client/server applica-
tions. DEC has made its VMS, Digital-UNIX, and
PathWorks products well integrated to provide a net-
working environment that covers its own middle range
systems, RISC (reduced instruction set computing)
based minicomputers, and CISC (complex instruc-
tion set computing) based Intel CPU servers. How-
ever, after Compaq Computers acquired DEC, that
commitment may have some changes to be in alliance
with the Compaq strategies.

There are many other proprietary network operat-
ing systems, and most of them have their own do-
mains for either historical reasons or very special
needs. However, people will see more and more real-
liance and strategy changes among those proprietary
network operating system vendors in the rapid ad-
vancement of high-tech industries and very competi-
tive market place of today.

Ill. SERVER CLASSIFICATION
BY FUNCTIONALITY

A. File Servers

File servers are network computers that store pro-
grams and data files for shared access and that may
control access to remote network printers, providing
spooling spaces for printer queues. File servers also
provide record level data services to nondatabase ap-
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plications, acting like a remote disk drive. File servers
manage allocation of shared storage space, and either
deny or accept a user request for a file according to
the user’s privilege. File servers have file catalog func-
tions to support file operation and directory struc-
ture. The maximum length of a file name usually
ranges up to 256 characters, depending on the net-
work operating system. A stored program file is typi-
cally loaded from a file server for execution on a client
or an application server. The difference between a file
server and an application server is that the file server
stores the programs and data, while the application
server runs the programs and processes the data.

A file server supports one or more file sharing pro-
tocols. If a client wants to have access to multiple file
servers running different protocols, either the client
supports the protocol of each server or the server sup-
ports the protocol of each client. Client software that
adds this capability is very common and allows inter-
operability between Windows, Macintosh, NetWare,
UNIX, and other platforms. The most commonly used
protocols for file servers are TCP/IP, SPS/IPX, and
NETBEUI. Usually file servers use a hierarchical file
system that stores data in a top-to-bottom organiza-
tion structure. All internal access to the data starts
from the top to the bottom.

1. Novell NetWare Family

The NetWare family of network operating systems sup-
ports DOS, Windows, OS/2, and Macintosh clients.
UNIX client support is available from third parties. In
the early 1990s, NetWare was the most popular LAN
operating system. Until NetWare 5, which natively
supports TCP/IP and Java, NetWare always used its
own proprietary protocols (IPX/SPX/NCP). Its hard
disks are in the NetWare format. Although DOS and
Windows applications reside on the server, they can-
not be run on the server unless they have been com-
piled into NetWare Loadable Modules (NLM) using
Novell libraries.

Novell Directory Services (NDS) is Novell’s flag-
ship directory service that is included in NetWare be-
ginning with Version 4. It is also available for Win-
dows NT and Solaris. NDS maintains a hierarchical
database of information about the network resources
within a global enterprise, including networks, users,
subgroups, servers, volumes, and printers. Unlike the
bindery, which was the directory service in NetWare
3.x, NDS users log onto the network as a whole, not
a specific server, and NDS determines their access
rights. NDS is based on the X.500 directory standard
and is LDAP compliant. Novell provides the NDS
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source code free of charge to developers that wish to
integrate it into their products. In NDS, every net-
work resource is called an “object,” and each object
contains properties (fields). For example, a user ob-
ject would contain login ID, password, name, address,
telephone, and node address.

NetWare 4 (1993) was the first NetWare version to
use the much-acclaimed Novell Directory Services
(NDS), which provides directory services for a global
enterprise. NetWare 5 (1998) fully supported TCP/IP
and Java and includes a kernel that natively supports
symmetric multiprocessing (SMP). Introduced in
2001, NetWare 6 adds disk pooling and Novell Inter-
net Printing (NIP), which enables documents to be
printed over the Internet.

2. Windows 2000/NT File Servers

Windows 2000 is known as Microsoft “WIN2K” or
“W2K.” It is a major upgrade to Windows NT 4.
Launched in February 2000, the Windows 2000 server
came in one client version and three server versions.
It added support for Plug and Play, which made
adding peripherals considerably easier than in NT 4.
Windows 2000 uses Active Directory, which replaces
NT’s domain system and makes network administra-
tion simpler. This is a major redesign of the directory
structure for companies. Windows 2000 is more stable
than Windows NT and is designed to eliminate erro-
neous replacement of DLLs when applications are
installed.

Windows 2000 Advanced Server is a replacement
for the Windows NT 4.0 Server Enterprise Edition. It
supports clustering and automatic fail-over in the
event of a system failure. Windows 2000 Data Center
Server supports more advanced clustering and is tar-
geting enterprise data service offering. Windows 2000
supports multiprocessing systems (SMP), adds exten-
sive security and administrative features, and offers a
dual boot capability. Designed for enterprise use, each
application can access 2GB of virtual memory. With
terminal service and IIS service options, Windows
2000 Server makes application deployment much eas-
ier and straightforward.

3. NFS File Servers

a. NFS

Network File System (NFS), developed by Sun Mi-
crosystems, is a file sharing protocol and a de facto
UNIX network standard. It is widely known as a “dis-
tributed file system.” Almost all NIX vendors imple-
ment NFS as part of their offerings, as well as Network
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Information Service (NIS) developed by Sun. The ad-
vantages of such centralization include allowing uni-
fied user access to network resources and making the
distributed file system more secure and manageable.

b. WEBNFS

WebNFS is derived from NFS. As a Web version of
the NFS distributed file system from SunSoft, Web-
NFS enabled Web server browsers to access Web pages
as much as 10 times faster than the standard HTTP
protocol. Unlike HTTP, which drops the connection
after each tiny file is downloaded, WebNFS downloads
multiple files with a single connection.

4. Network Attached Storage
(NAS) Systems

Network Attached Storage (NAS) systems are another
file service device. The NAS is connected to the LAN
just like a file server. Rather than containing a full-
blown OS, it typically uses a slim microkernel special-
ized for handling only I/O requests such as NFS
(UNIX), CIFS/SMB (Windows 2000/NT), and NCP
(NetWare). Adding or removing a NAS system is like
adding or removing any network node. For example,
it doesn’t get much simpler than the Meridian Data
Snap server—containing only an on/off switch and
an ethernet port. It provides an instant storage boost
by simply plugging it into the network switch or hub
port. However, the NAS is subject to the variable be-
havior and overhead of the network, which makes
NAS less desirable in many cases.

B. Datahase Servers

1. Description

Database servers are networked computers on a net-
work dedicated to database storage and data retrieval
from the database. The database server is a key com-
ponent in a client/server computing environment. It
holds the database management system (DBMS) and
the databases. In the database context, the client man-
ages the user interface and application logic, acting
as a sophisticated workstation on which to run data-
base applications. The client takes the user’s request,
checks the syntax, and generates database requests in
SQL or another database language. It then transmits
the message to the server, waits for a response, and
formats the response to the end-user. The server ac-
cepts and processes the database requests, then trans-
mits the results back to the client. The process in-
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volves checking authorization, ensuring integrity
maintaining the system catalog, and performing query
and update process.

2. Advantages of Using Database Servers

(i) It enables wider access to existing databases

(ii) It increases performance. If the clients and
server reside on different computers then
different CPUs can process applications in
parallel.

(iii) Hardware cost may be reduced. It is only the
server that requires storage for the database
and processing power sufficient to store and
manage the database.

(iv) It increases database consistency. The server
can handle integrity checks, so that constraints
need to be defined and validated only by the

SE€rver.

3. Oracle Server

The Oracle database was the first DBMS to be ported
to a wide variety of platforms. Oracle offers a variety
of application development tools and is a major pro-
moter of the network computer. Its Network Com-
puter subsidiary defines the specifications for a com-
pliant platform. ORACLE 9 is the newest relational
database management system (RDBMS) with ex-
tended objectrelational database features. The cur-
rent version of Oracle’s flagship product includes
such features as replication and high availability. Or-
acle 9 runs on more than 80 platforms.

The new ORACLE enterprise server package in-
cludes many Internet enhancements. Noteworthy fea-
tures are increased performance and support for XML
and JDBC applications. JVM (Java Virtual Machine) is
built into the RDBMS so that triggers and stored pro-
cedures can be written and executed in Java directly.
It enables Internet developers to write applications
and database procedures in the Java language. In ad-
dition, the JVM can also execute Enterprise JavaBeans
(EJBs), turning the DBMS into an application server.

4. Microsoft SQL Server

SQL Server is a relational DBMS from Microsoft that
runs on Windows 2000/NT servers. It is Microsoft’s
high-end client/server database and a key component
in its BackOffice suite of server products. SQL Server
was originally developed by Sybase. After Microsoft
bought it in 1992, the company began developing its
own version. Today, Microsoft SQL Server and Sybase
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SQL Server are independent products with some com-
patibility. SQL Server 2000 is the newest version re-
lease in 2000. Along with Microsoft’s other BackOf-
fice products, like Microsoft Transaction Server
(MTS), SQL Server is targeting the enterprise com-
puting arena with almost all the features that its com-
petitors have, plus native Windows interface. How-
ever, Microsoft SQL Server only operates under
Windows 2000/NT systems.

5. DB2 Servers

DB2 is a RDBMS from IBM that was originally devel-
oped for its mainframes. It is IBM’s major database
product with the fully featured SQL language. Known
for its industrial strength reliability, IBM has made
DB2 available for all of its own platforms, including
0S/2, OS/400, AIX-RS/6000, and OS/390, as well as
for Solaris on Sun systems and HP-UX on HP 9000
workstations and servers.

DB2 Universal DataBase (UDB) is an enhanced
and very popular version of DB2 that combines rela-
tional and object-relational database technology as
well as various query optimization techniques for par-
allel processing. Also geared for electronic commerce,
DB2 UDB provides graphical administration, Java,
and JDBC support. DB2 UDB runs on mainframes,
Windows NT, and various versions of UNIX.

6. Informix Servers

Informix is a relational database management system
originally from Informix Software. It was acquired
by IBM in 2001. Informix runs on most UNIX plat-
forms, including SCO UNIX for x86 machines and
NetWare. Development tools from Informix include
INFORMIX-4GL, a fourth-generation language, and
INFORMIX-New Era, a client/server development sys-
tem for Windows clients that supports INFORMIX
and non-INFORMIX databases. It is expected that ei-
ther Informix will be tightly integrated with the IBM
DB2 production line, or migrated into DB2 in the
near future.

7. Sybase SQL Server

Sybase SQL Server is a relational database manage-
ment system from Sybase that runs on OS/2, Win-
dows NT, NetWare, VAX, and UNIX servers. It was de-
signed for the client/server environment and is
accessed by applications using SQL or via Sybase’s
own QBE and decision-support utilities. After SyBase
acquired Powersoft, a maker of the PowerBuilder ap-
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plication development software in 1995, and NEON
Software, an Enterprise System Integration service
vendor in 2001, it offered a variety of application de-
velopment tools, compilers, middleware, and data-
base and data warehousing products for its Sybase
SQL Server, as well as for other RDBMS.

C. Application Servers

Application servers are network computers that store
and run an application for client computers. Appli-
cation servers, whatever their function, occupy a large
chunk of computing territory between database
servers and the end user. Most broadly, this is called
“middleware” which tells us something about what ap-
plication servers do. First and foremost, application
servers connect database information (usually com-
ing from a database server) and the end-user or client
program (often running in a Web browser). There
are many reasons for having an intermediate player in
this connection, including a desire to decrease the
size and complexity of client programs, the need to
cache and control the data flow for better perfor-
mance, and a requirement to provide security for both
data and user traffic.

In the early days of application servers, it was real-
ized that applications themselves, the programs peo-
ple were using to get work done, were becoming big-
ger and more complex, both to write and maintain.
At the same time, pressure was increasing for appli-
cations to share more of their data and sometimes
functionality. More applications were either located
on a network or used networks extensively. It seemed
logical to have some kind of program residing on the
network that would help share application capabili-
ties in an organized and efficient way, and make it eas-
ier to write, manage, and maintain the applications.

These designated application servers first appeared
in client/server computing and on LANs. At first, they
were often associated with “tiered” applications, when
people described the functionality of applications as
two-tiered (database and client program), three-tiered
(database, client program, and application service),
or n-tiered (all of the above plus whatever). This was
(and still is) a complex model of application devel-
opment, and it resisted wide-scale implementation.
Then along came the Internet application. The In-
ternet application is automatically three-tiered (usu-
ally consisting of a database, client program, and Web
servers). Managing data along with application func-
tionality suddenly became not only an esoteric exer-
cise in better program design, but also a downright
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necessity. This vaulted the application server from ob-
scurity to the top of a pedestal, and literally scores of
companies jumped in to develop products. Not sur-
prisingly, people do not consider or think of the role
of the application server in the same way, so applica-
tion servers have different roles and functionalities as
different companies build from their requirements
and understanding. Scalability is a good example.
Some companies might want an application server
that simply helps them organize their applications for
the Web, give them better control over the business
logic they contain, and make it easier to monitor and
secure the data. They do not need thousands of
servers. Other companies, especially big ones, do need
to manage thousands of servers. For them, the scala-
bility of an application server is crucial. So some ap-
plication servers feature scalability, others feature
other things, and some try to do everything. Also, ap-
plication server products belong to a variety of pro-
gramming domains: some are Java based, while oth-
ers are written by C++; one might support CORBA,
and another could be implemented through Microsoft
DCOM. It is relatively important to consider these
servers in light of an organization’s programming
preferences.

D. Web Servers

1. Description

A Web server is a network server that manages access
to files, folders, and other resources over the Internet
or a local Intranet via the HTTP (hypertext transfer
protocol). HTTP is a client/server protocol that de-
fines how clients and servers communicate. It trans-
mits information between servers and clients. In ad-
dition, Web servers possess unique Web networking
characteristics. They handle permissions, execute
programs, keep track of directories and files, and com-
municate with the client computer. These client com-
puters make requests for files and actions from server
computers using HTTP. Web servers serve content
over the Internet using HTTP. The Web server ac-
cepts HTTP requests from browsers like Internet Ex-
plorer and Netscape Communicator and returns the
appropriate hypertext markup language (HTML) doc-
uments, images, and Java Applets. A number of server-
sided technologies can be used to increase the power
of the server beyond its ability to deliver standard
HTML pages. These include CGI scripts, Active Server
Page (ASP), Java Server Page (JSP), and Java Servlet.
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2. Development

Initially, Web servers served static content to a Web
browser at a very basic level, and many new Web
servers are still starting in the same way. This means
that the Web server receives a request for a Web page
like http://www.anyname.com,/ and maps that uni-
form resource locator (URL) to a local default start-
ing page file on the host server. In most cases, the file
is “index.html” or “default.html” as configured by
Web masters. The server then loads this file from
server storage and serves it out across the network to
the user’s Web browser. The browser and server use
HTTP for this entire exchange. Users could access
any file by name under that URL directly if the file on
the server is accessible for the users, for example,
http://www.anyname.com/anydir/anypage.html. Per-
haps the most important expansion of this was the
concept of dynamic content, in which Web pages gen-
erated by CGI, ASP, |SP, and Java Servlet could re-
spond to a user’s input, whether directly or indirectly.
A Web server could run those programs locally and
transmit their output through the Web server to the
user’s Web browser that is requesting the dynamic
content.

The second important advance, and the one that
makes e-commerce possible, was the introduction of
hypertext transmission protocol, secure (HTTPS).
This protocol allows secure communication to go on
between the browser and Web server. This means that
it is safe for the user and server to transmit sensitive
data to each other across what might be considered
an insecure network using HTTPS.

3. Examples

Among the hundreds of Web servers, Microsoft Per-
sonal Server (MPS), Microsoft Internet Information
Server (IIS), Apache, and Jigsaw remain popular so
far. Microsoft Internet Information Server (IIS) is the
one most commonly used by commercial Web sites,
because of its higher manageability and flexibility.
However, it is also very common to see some small or
nonprofit sites running a variety of free distributed
Web servers.

E. Mail Servers

Mail servers are network servers that provide elec-
tronic mail services for Internet users. Web servers
may be the most important and ubiquitous servers on
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the Internet. Mail servers rank a close second because
e-mail is considered the most important service pro-
vided by the Internet. For Internet mail servers, a very
important factor is the support of standards. The two
major protocols are SMTP (simple mail transfer pro-
tocol) for outgoing mail and POP3 (post office proto-
col) for incoming mail. A more recent protocol is
IMAP4 (Internet messaging access protocol). IMAP of-
fers a number of important features, including user
management of mail on the server. Other Internet
protocols include ESMTP (extended simple mail trans-
fer protocol), APOP (authenticated post office proto-
col), MIME (multipurpose Internet mail extensions),
and Ph (directory access protocol). Many mail servers
are also adding S/MIME, SSL, or RSA (Rivest, Shamir,
Adleman Algorithm) support for message encryption,
and LDAP (lightweight directory access protocol) sup-
port to access operating system directory information
about mail users. In general, the more standards a
server supports, the better mail server it is.

The highly publicized viruses that attack through
e-mail clients have put the spotlight on e-mail as a vul-
nerable point in an enterprise’s firewall. In response,
mail server vendors, along with major client vendors,
have begun producing add-ons and builtin features
that will help to scan mail, segregate questionable
messages, and deal with viruses. As might be expected,
this is a rapidly expanding element of e-mail servers
and should be considered important when compar-
ing products.

E-mail servers rank high in difficulty to install and
manage. One reason is that they are tied to the in-
herently variable source-Internet connection and
mail traffic. Another reason is that they require con-
stant attention to user lists, user rights, and message
storage. Thus, it is important to look for servers that
provide ease of administration and ease of use. A GUI
(graphical user interface) is a nice feature for user-
friendly e-mail clients, but it is not necessarily the
route to easy administration. This type of interface is
often related to a platform (operating system), and it
is important to keep in mind that many products are
intended to run on a single platform (e.g., Unix or
Windows).

F. Proxy Servers

Proxy servers provide a gateway for applications and
filter traffic between an organization’s network and
the Internet for security purposes. Although proxy
servers have been around for a long time (since the
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early days of the WAN), the Internet has transformed
them. They used to be found in only the large cor-
porations. They are now found as a critical compo-
nent in small organizations with an Internet connec-
tion. They will be found running in some private
homes in the future. As a key part of a network fire-
wall system, proxy servers keep unwanted intruders,
hikers, and viruses away from internal networks, while
they allow approved users to access the Internet re-
sources. Schematically, a proxy server sits between a
client program (typically a Web browser) and some
external server (typically another server on the Web).
The proxy server can monitor and intercept any and
all requests being sent to the external server or re-
quests that come in from the Internet connection.
This positioning gives the proxy server three key ca-
pabilities: filtering requests, improving performance,
and sharing connections. Filtering requests is the se-
curity function and the original reason for having a
proxy server. Proxy servers can inspect all traffic (in
and out) over an Internet connection and determine
if there is anything that should be denied transmis-
sion, reception, or access. Since this filtering cuts both
ways, a proxy server can be used to keep users out of
particular Web sites (by monitoring for specific URLs)
or restrict unauthorized access to the internal net-
work by authenticating users. Before a connection is
made, the server can ask the user to log in. To a Web
user this makes every site look like it requires a log in.
Because proxy servers are handling all communica-
tions, they can log everything the user does. For HTTP
(Web) proxies this includes logging every URL. For
FTP proxies this includes every downloaded file. A
proxy can also examine the content of transmissions
for “inappropriate” words or scan for viruses, although
this may impose serious overhead on performance.

It should be obvious that part and parcel of any
proxy server system is the need to create policies for
using it to filter Internet traffic. Few decisions can be
more politically charged within an enterprise than
who is allowed to do what on the Internet, and many
privacy-related issues go with such decisions. It is im-
portant that the proxy server provide adequate ways
not only to incorporate the rules for filtering, but also
to help organize and document those rules.

The other aspect of proxy servers, improving per-
formance, is far less controversial. This capability is
usually called proxy server caching. In simplest terms,
the proxy server analyzes user requests and deter-
mines which, if any, should have the content stored
temporarily for immediate access. A typical corporate
example would be a company’s home page located on
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a remote server. Many employees may visit this page
several times a day. Since this page is requested re-
peatedly, the proxy server would cache it for immedi-
ate delivery to the Web browser. Cache management
is a big part of many proxy servers. It is important to
consider how easily the cache can be tuned and for
whom it provides the most benefit.

Some proxy servers, particularly those targeted at
small business, provide a means for sharing a single
Internet connection among a number of workstations.
While this has practical limits in performance, it can
still be a very effective and inexpensive way to provide
Internet services, such as e-mail, throughout an of-
fice. There are many proxy server vendors, especially
OS vendors like Microsoft, Sun Microsystems, and
IBM, etc. Some proxy server vendors are targeting
small businesses or the home computing market.

G. Fax Servers

A fax server is a network computer that provides a
bank of fax/modems to manage the receipt and de-
livery of faxes. In fact, many of the functions of so-
phisticated fax servers involve managing limited in-
coming and outgoing telephone resources, which
would be completely replaced by e-mail for document
exchanges. In a sense, fax servers are a bridge be-
tween the old way of doing business and the new. But
as long as documents continue to stampede across
this bridge, the fax server market continues to breathe
life vigorously.

In many respects, a fax server is similar to an e-mail
server. Both types of servers are bridges between out-
going and incoming messages. Both must route in-
coming messages to a destination. In the case of
e-mail servers, this destination is always an inbox for
a particular user. Fax servers for small, single-user en-
vironments often assume that the receiving computer
itself is the sole destination, so the “inbox model”
does not apply. On the other hand, fax servers de-
signed for corporate environments indeed parallel
the e-mail server model, delivering incoming faxes to
particular destinations assigned to individual users.

A well-designed fax server may offer extra conve-
niences for handling incoming faxes, such as direct-
to-printer output. It may also provide outgoing spe-
cialties, such as scheduled broadcasts of a document
to many recipients, and automated outgoing faxes
triggered by incoming requests. Corporate fax servers
must also juggle numerous outgoing faxes, possibly
queued up by a number of different users. How well
fax server software can effectively manage a limited
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number of phone lines, so as to schedule both out-
going and incoming faxes without conflict, is a major
selling point for enterprise level fax servers.

Sophisticated fax servers also feature strong inte-
gration with electronic messaging systems, like Mi-
crosoft Exchange and Lotus Notes. Such features en-
able the fax server to become a seamless bridge
between electronic documents and the anachronistic
world of fax documents. Fax servers range widely in
capabilities, scaled to different environments, from
the home or small office needs addressed by WinFAX
and RelayFax, to enterprise-level products, like Right-
FAX, FAXport, and Faxination, etc.

H. Management Servers

Management servers are network servers that run
some dedicated network management software to
monitor and manage server farms for enterprises. Al-
most all network management software supports the
Simple Network Management Protocol (SNMP). Net-
work management software manages computer sys-
tems in an enterprise, which may include any or all of
the following functions: software distribution and up-
grading, user profile management, version control,
backup and recovery, printer spooling, job schedul-
ing, virus protection, and performance and capacity
planning. For example, ZENworks is a family of di-
rectory enabled system management products from
Novell. ZENworks supports Windows clients, NetWare,
and Windows 2000/NT servers. With ZENworks, sys-
tem administration features allow users to log in from
any PC and obtain their custom desktop configura-
tion under Novell’s popular NDS directory service.
OpenView is Network management software from HP.
Some third-party products that run under OpenView
support SNA and DECnet network management pro-
tocols. OpenView supports almost all platforms either
in server mode or in client agent mode and has been
widely used as an enterprise-wide network manage-
ment solution.

NetView is a IBM SNA network management soft-
ware that provides centralized monitoring and con-
trol for SNA, non-SNA, and non-IBM devices.
NetView/PC interconnects NetView with Token Ring
LANs, Rolm CBXs, and non-IBM modems, while main-
taining control in the host.

Systems Management Server is from Microsoft for
Windows 2000/NT Server. It requires a Microsoft SQL
Server database and is used to distribute software,
monitor and analyze network usage, and perform var-
ious Windows network administration tasks.
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Other network management server products are
Sun Microsystems’s SunNet Manager and Novell’s
NMS, which work best for their native platforms, and
also have extended features to other platforms.

. Communication Servers

Communication servers are network servers that pro-
vide network communications for remote access users
either through direct dial up or through an ISP (In-
ternet service provider) through authentication pro-
tocols. In some cases, communication servers are just
regular file servers with a modem, while a dedicated
server has a modem pool consisting of internal or ex-
ternal modems.

Windows Terminal Service is an option for Win-
dows 2000 Advanced Edition and Data Center Edition
and can be used as a communication server. Windows
Terminal Service enables an application to be run si-
multaneously by multiple users at different remote
Windows PCs. Windows Terminal Service turns a Win-
dows 2000 server into a centralized, time-shared com-
puter like the good old days of mainframes and dumb
terminals.

Shiva’s LANRover is another widely used propri-
etary communication software for servers, which pro-
vides secured connectivity for remote users through
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either analog modems or ISDN connections. Also,
some remote control software packages provide server
versions, which also could be used as a communica-
tion server for remote users to access geographically
separated resources.
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|. ELECTRONIC COMMERCE AND INFORMATION INDUSTRIES
II. SERVICE INDUSTRIES TOWARD ELECTRONIC COMMERCE

GLOSSARY

information consulting and SI industries The indus-
trial sector that provides the domain-dependent
know-how to support business problem-solving
processes with information and system integration
technologies.

information contents industries The industrial sector
that processes information into the value-added
one for specific forms of media.

information industry Any industry which produces,
manages, and processes information with suitable
media or systems.

information infrastructure industries The industrial
sector that produces devices or communication
media which provide infrastructure of the infor-
mation society.

information provider industries The industrial sector
that creates value activities by providing various
kinds of information or mediating information-
related services.

internet business A service-oriented business which
provides its customers with products or information
using the internet as its main transaction channel.

internet business model The fundamental manage-
ment strategy of internet business including de-
scription of its revenue model.

value proposition The main values that a company
provides to its current or potential customers.

Developments in information technology (IT), along
with the boom in the information industry and the elec-
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tronic commerce that followed, have brought much
change to life as a whole and the economy. In particu-
lar, the service sector, new transaction methods and
electronic commerce grew significantly based on the in-
formation industry. In turn, this has led to the overall
paradigm shift in the service industry. The purpose of
this article is to classify the information industries, which
are the driving force behind the service industries and
the changes in service itself; explain how the service in-
dustries have evolved through electronic commerce by
taking examples of the actual cases of companies; un-
derstand the features and the main factors of Internet
business, which has service-oriented characteristics, in
order to pinpoint the change in the service industry
and its types by classifying Internet business models and
evaluating Internet business value.

I. ELECTRONIC COMMERCE AND
INFORMATION INDUSTRIES

A. Electronic Commerce

As information technology (IT) has developed and
the Internet has gained popularity, views on electronic
commerce have varied. Table I puts such various def-
initions of electronic commerce in order.

Although there are various definitions as seen in
Table I, we define electronic commerce as a transac-
tion that processes a part or all information through
computer networks for corporations, organizations,
and individuals.

Electronic commerce enabled us to overcome the
limitations of time and space and changed the way of
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Table |

Definition of Electronic Commerce

Service Industries, Electronic Commerce for

Kalakota and Whinston (1997)

Modern business methodology that improves the quality goods and service; cuts service

cost and increases the speed of service delivery; and focuses on the desire of firms and

consumers

Shouhong (1997)
technology

OECD (1999)

Becker, Farris, and Osborn (1998)
entire value chain

Wigand (1998)

Modern methodology that manages the performance of business by using advanced

Business occurring over open, nonproprietary networks such as the Internet

Commerce that makes information, communication, and logistic integrate along the

IT application that ranges from the starting point of value chain to the ending point

should be designed to execute electronically business processes, and to achieve vision

of enterprise
APEC (1999)

The use of computers and electronic networks to conduct business over the Internet or

another electronic network

traditional transactions. In particular, such a change
in transactions caused the significant paradigm shift
in the service industry that provides intangible value
and finally created a new paradigm in the service in-
dustry. In other words, electronic commerce became
a tool that cuts service costs for firms, customers, and
management, while improving the quality of service
and increasing the speed of service delivery.

To fully understand the new managerial technique
and paradigm in the service industry, we should first
understand electronic commerce and the informa-
tion industry. If electronic commerce transformed
the way of transaction in the service industry, the in-
formation industry extended the realm of the service
industry and changed its very essence.

Even in the manufacturing industry, the impor-
tance of marketing and sales with the Internet is be-
ing emphasized. Electronic commerce is no longer
being used for production control and management
only. There are even reports that say major enter-
prises will transform themselves into brand-holding
companies in order to emphasize customer service. In
other words, the boom in electronic commerce
changed the way companies ran their business: com-
panies are now focusing more than ever on customer
service. However, customer service is more empha-
sized in the service industry than in the existing man-
ufacturing industry.

In this regard, we should fully understand the in-
formation industries, including electronic commerce.
By doing so we will be able to understand the new
paradigm in the service industries. In addition, we
will be able to understand how it is changing. This is

a significant approach in understanding electronic
commerce for the service industries.

B. A Framework for Information Industries

Because of developments in computers and the In-
ternet, our society and industries are going through
great change, maybe the greatest change since the In-
dustrial Revolution.

During this change, three major factors of produc-
tion—land, labor, and capital—that were important
in traditional industries became four major factors;
information was added. Many kinds of application
fields are also emerging through the technology de-
velopments in the information industry, such as IT
and communication technology. This phenomenon
could not be witnessed in the past industrial environ-
ment. As such, a new industrial environment was born
where the manufacturing industry—the center indus-
try in the past industrial society—gave way to the ser-
vice industry. In the past industrial society, informa-
tion was produced, processed, and used under the
strict management from the top, but now information
is being produced and processed according to the
separate needs and desires of each individual. It was
this very environment where the information industry
was born.

Figure 1 illustrates a better and proper under-
standing on information industries.

The information industry consists of the industries
that produce the media for production and delivery
of information or that produce, manage, and process
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Application Layer

— Extra-enterprise integration
— Intra-enterprise integration
— Process integration

— Data integration

— Machine integration

\ 4

Industrial Layer

Information
industries
Hardware — — Information consulting & SI
Network— — Information contents
Software — — Information provider

System integration — — Information infrastructure

Technology Layer

Figure 1 A framework for information industries.

information as independent goods. As seen in Fig. 1,
the information industry is classified into three layers
for a broader understanding of the information
industry.

1. The technology layer (according to applied
technologies) should be classified into hardware,
network, software, and system integration by
technology.

2. The application layer (according to application
areas) should be classified into machine
integration, data integration, process integration,
intraenterprise integration, and extra-enterprise
integration.

3. The industry layer (according to industry sectors)
should be classified into information
infrastructure, information provider, information
contents, and information consulting and system
integration (SI).

We will explain information industries around the in-
dustry layer to analyze how electronic commerce
changes the paradigm of service industries with actual
cases.

The standard for classifying the information in-
dustry can be derived from the variety of value. The
change of value in the information industry can be
explained by the change in value in IT. The value in
IT originally emphasized more on hardware, but now
it focuses more on software, network, and related
technologies that improve the value of hardware and
support a connection among them. The value struc-
ture focused on SI technology which forms and oper-
ates various services and application systems through
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these software and networks. Recently, value struc-
tures that directly process information by using infor-
mation infrastructure such as hardware and software
and provide information to customers are being born.
Especially, the consulting business that provides core
business knowledge based on accumulated informa-
tion is growing along with other SI growth.

The big industries called information industries
consist of the information infrastructure, information
contents, information provider and information con-
sulting and SI (Table II). The following sections dis-
cuss the types of information industries.

1. Information Infrastructure Industries

“Infra” stands for “infrastructure” and means the fa-
cilities that form the basis of industrial activities such
as railroads, roads, and harbors. However, infra now
means devices and communication that are the foun-
dations of value activities in the information-oriented
society because of the development in the informa-
tion industry.

So, information infrastructure industries are the
foundation industries of IT. They are also the aggre-
gate of vendors that develop, construct, and serve
computer devices, network, system softwares, and
other devices, which are needed for information
providers, information contents, and information con-
sulting and SL

The following are subdivisions of information
infrastructure:

¢ Computing-Infra: PC, PDA, server, storage
Interface-Infra: input device, output device
Network-Infra: mobile telecommunication device,
telephone device, router

Soft-Infra: browser, OS, system software

2. Information Provider Industries

Over the Internet, suppliers can now directly conduct
transactions with customers for goods and services.
But, as demand and supply for information increase
explosively and actors of the business increase geo-
metrically, the disintermediation—the process by
which companies are being bypassed by the Internet
revolution as more companies that create the goods
or service interact directly with the consumer without
the aid of intermediaries—becomes inefficient. In
this situation, information provider industries that
connect a great number of suppliers with numbers of
consumers became more developed.
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Table Il A Classification of Information Industry and Cases
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Industrial classification

Cases

Computing-infra

www.ibm.com

Information infrastructure Interface-infra

www.hp.com

industry Network-infra

WWw.cisco.com

Soft-infra

www.microsoft.com

Information provider
industry

Advertising fee

www.yahoo.com

Information providing fee

www.gartnergroup. com

Classification by revenue structure

Site rent fee

www.walmart.com

Transaction fee

www.ebay.com

Multiplkex fee

www.etrade.com

Classification by contents

Various classification like Information contents industry

Information contents

Social/education-information collected contents

www.britannica.com

industry

Personal-information collected contents

www.mp3.com

Business-information collected contents

WWW.WSj.com

Social/education-knowledge-added contents

www.imagerystudio.com

Personal-knowledge-added contents

www.itvnews.com

Business-knowledge-added contents

www.sap.com

Information consulting
and SI industry

Consulting industry

Management or business
consulting

www.mckinsey.com

IT consulting www.i2.com

System integration industry

www.sap.com

From Leem C.S., and e-Biz Lab. (2000). “e-Business File,” YoungjnBiz.com.

In a narrow sense, these information provider busi-
nesses mean that industries profit from contracting
an information provider with the computer commu-
nication company and by providing the appropriate
menu with information. However, presently they in-
clude not only organic public opinions and publish-
ing companies, but also the on-line database industry,
information provider, information brokerage, etc.

Finally, information provider industries are the set
of enterprises that create value added by providing
various kinds of information and services related to
information.

The revenue structure and contents offered are
the standard for classifying information provider in-
dustries and are divided into the following:

¢ (lassification by revenue structure: advertising fee,
information providing fee, site rental fee,
transaction fee, multiplex fee

¢ Classification by contents: real estate information,
stock information, education information,
entertainment information, shopping information,
etc.

3. Information Contents Industries

Information grew into contents after experiencing
the days in primitive society, agrarian society, and
industrial society. Contents are simply not informa-
tion in itself, but are the contents accompanied with
media.

Owing to the popularity of the Internet, anyone
can process such contents easily, and the demand on
supply of contents has continued to grow rapidly.
Moreover, information contents industries, those in-
dustries processing contents appropriate to the cus-
tomer, have developed.

Information contents industries are the set of en-
terprises that process collected information from the
media and manufacture contents and software of var-
ious kinds. These include movie, television, radio,
publication, etc. Recently, the on-line game industry,
contents provider (CP) industry, and so forth are un-
dergoing rapid development over the Internet, and in
these industries many kinds of business models ap-
pear through the medium of the Internet.

So, information contents industries are classified
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into two categories according to the level of knowl-
edge added and the object of application.

4. Information Consulting
and SI Industries

Information consulting and SI industries are the set
of enterprises that provide the peculiar know-how
with information-oriented strategy planning, design-
ing, developing, and managing that can support busi-
ness operations desired by customers and the solution
of problems with technology of information integra-
tion and diverse information about specific areas.

Information consulting and SI industries are
knowledge-intensive and technology-intensive indus-
tries that make high value added. These are basic in-
dustries that have farreaching effects on the related
industries that combine management and technology.

Information consulting and SI industries are sub-
divided into the consulting industry and the system
integration industry. The consulting industry is fur-
ther divided into business or management consulting
and IT consulting.

The three categories of industry mentioned above
can be referred to as service industries.

C. Electronic Commerce and Services
with Information Industries

We should first understand how service-centered in-
dustries were formed in information industries for de-
riving factors from information industries and elec-
tronic commerce causing a new paradigm in the
service industries.

The core activity in information provider indus-
tries is to analyze and combine much information in
cyberspace or physical space and then provide the
customers with the information. That is, it provides
the service of searching for information desired by
customers, processing the information, and providing
customers with the information processed. Past infor-
mation provider industries were small in size, which
had the problem of a limited number of suppliers
and consumers. However, now it has transformed into
service industries that intermediate between suppliers
and consumers owing to the development of network.
After all, information provider industries have cre-
ated various business models in service industries be-
cause of the appearance of cyberspace.

In information contents industries, contents are
produced and sold. Because contents that have been
produced have almost zero marginal cost and many
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channels of sale and marketing, they are more popu-
lar and are emphasized in electronic commerce. The
intangible goods with which vendors provide cus-
tomers in service industries transform into digital
goods and are sold by information contents indus-
tries. This contributes to the creation of a new service.
In information consulting and SI, companies com-
bine lots of information with knowledge of the company
themselves and produce goods and services. Although
such knowledge-intensive products are offered by means
of digital files, it is more important to provide services
so that customers can appropriately make use of them.
Accordingly information consulting and SI industries
are not industries to provide knowledge-intensive con-
tents, but service industries to give customers the service
on the basis of contents. Electronic commerce in infor-
mation consulting and SI industries arranges for the
foundation of providing service for lower cost and makes
the diversification in the way of providing service.
Finally, as in Fig. 2, the industries creating the new
paradigm of service industries through electronic com-
merce in information industries are information
provider industries, information contents industries, and
information consulting and SI that supply knowledge-
based goods or services that can be transformed into
digital form. Recently, in information infrastructure in-
dustries, electronic commerce is being actively con-
ducted around the business-to-business (B-to-B) market-
place, but it is difficult to regard the new paradigm as
the core trend of the industries because the activities of

New Paradigm of Service Industry

Electronic
Commerce

Information
“~ Consulting & Sl Industries

,”" Information Contents - \
. .

N

. Information >
Provider Industries

Service Industries

Figure 2 FElectronic commerce and services with information
industries.
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the industries are not to service through the Internet
and other network but to manufacture the goods. To
make a clear assertion, we will prove with cases how elec-
tronic commerce in information infrastructure indus-
tries, information provider industries, and information
contents industries contributes to the creation of the
new paradigm. We will do research on Internet busi-
nesses, created through the new paradigm as the ex-
treme form of electronic commerce in service industries
by showing the classification of the Internet business
model and evaluation system.

Il. SERVIGE INDUSTRIES TOWARD
ELECTRONIC COMMERCE

Among the categories suggested, information
provider, content, and consulting and SI industries
are service oriented in the aspect that they provide
mostly intangible values rather than physical prod-
ucts. Besides, many activities in electronic commerce

Information
consulting and
Sl industries

Information
infrastructure
industries

Information
contents
industries

Service
industries

Information
provider
industries

Information
infrastructure
industries

Service
industries

Figure 3 The change of relationships between service indus-
tries and information industries.
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have service-oriented characteristics. Assuming that
electronic commerce for service industries emerges as
forms of information provider and information con-
tent industries, this research uses the framework of in-
formation industries, especially information provider
and content industries, to figure out how traditional
service industries are conducting business in elec-
tronic commerce.

Figure 3 suggests a conceptual relationship between
the information industries and service industries.

A. Electronic Commerce and Services with
Information Provider Industries

There is a variety of information transfer media—tele-
vision, newspapers, magazines, computer telecommu-
nications, Internet, fax, pagers, etc. Judging from past
experiences and the fast development of the indus-
trial society, there will be more various kinds of me-
dia. In the past, information consumers satisfied their
desires for information with a restricted number of
media such as newspapers and magazines, but as the
whole social structure is transforming itself and as
technologies are developing, more swift, various, and
specialized information markets are in order. Today,
the fastest growing information transfer medium is
the Internet.

Traditional information transfer activities are be-
ing served through the Internet, and in this process,
while the existing information transfer activities are
simply moved to the new channel, new service busi-
ness is being developed using Internet technologies.

As the most frequently used synonym of the word
information provider (IP), there is content provider
(CP). Like IP, CP is the industry that provides infor-
mation. However, the information medium itself is
based on multimedia such as sound and moving pic-
tures. Information is not just limited in text form. IP
includes all the people and companies that provide
information for the users.

We will look through the categories of information
industries to explain electronic commerce for service
industries emerging as forms of IP industries.

1. Categorizations by Revenue Sources

According to revenue sources, the IP industry is gen-
erally categorized into advertising fee-based, usage
fee-based, transaction fee-based, and hybrid models.

¢ Advertising fee based. This model provides
Internet advertisements, mostly in the form of
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banners to the Web sites users, and makes
revenue from advertisers. In a sense, it is similar
to classified ads in newspapers or magazines.
Advertising effectiveness, however, can be
measured more accurately—such as Click-
Through Rate, duration time, and response rate
by banner positions. These measures enable the
company to provide better services, both to users
and to advertisers.

Advertisers are possibly offered with reasonable
advertising cost models, and they can select their
target audiences according to age, area, and
desired time of day or week.

Moreover, the banners can be dynamically
changed based on customer information and their
interests. This service removes any ads that are
not of interest to site users. We can find these
cases in many portal sites such as Yahoo! and
Lycos.

¢ Usage fee based. This model’s revenue source is
the usage fee paid by the customers who use their
information. There are two price policies for this
model: (1) the usage fee per unit time and (2)
the usage fee per each click. Information on the
Internet has been considered free. However, high
value-added contents, such as reports from
Mckinsey, Gartner Group, Forrester Research, and
others, are willingly paid by users.

This trend represents the service differentiation
according to the contents quality. In other words,
the price of the information varies according to
its quality.

As the market demands better services and
contents, this model will become more feasible.

e Site rental fee. In this model, a company uses the
Web site’s brand value of the specific information-
providing company. On the other hand, the
owner of the Web site can profit by renting part
of the site to the other company, which provides
the information and services. This relationship
can be easily found in the Web sites providing
shopping information.

Currently, these trends are being dominated
between the sites holding partnerships, but they
will grow widespread between every site, which
can be mutually beneficial through this model.

¢ Transaction fee. The sites with this model provide
information about digital or physical goods,
earning their margins from the difference
between the buying and the selling prices. This
model includes Internet shopping malls, virtual
shops, and Internet auctions.

When we consider the whole framework of
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information industries, the reason can be
explained why Internet shopping malls and
virtual shops are categorized as information
industries and viewed as service oriented. First of
all, manufacturing and logistics belong to
traditional industries; they are not among

the information industries. So in distinguishing
information industries from general industries,
we can regard logistics as general industries. As a
result, the core functions of shopping malls,
except logistics, lie in providing information
about the products and related services, and
these industries are referred to as information-
providing industries or electronic commerce for
service industries.

* Hybrid fee. This model is a hybrid form of more
than two of the previous models. For instance,
there is a case where a company takes both an
information usage fee and an advertising fee. In
most cases, sites assume a hybrid fee model.

We have looked through information industries ac-
cording to their revenue sources. If we take an exam-
ple of them, the Gartner Group will be an informa-
tion usage-based model.

This site provides reports on IT through updated
data and research on IT. As we see in Fig. 4, users are
required to pay and get their identification (ID) to
look into the full materials they need. The prices are
differentiated by the values of the reports. Though
the information usage fee is high, many companies
and individuals use the site because it guarantees high-
quality reports catching the new trends and providing
deep insight.

2. Categorizations by Contents

Another perspective to view electronic commerce for
service industries as a form of information provider
industries is contents. These categorizations are about
what information a site provides, including news, en-
tertainment, laws, stocks, shopping games, education,
job opportunity, economics, etc. In addition, a huge
volume of new contents is being created incessantly,
and every expertise and idea in every field could be a
source for this information-providing service.

We will get an idea of these categorizations by tak-
ing one outstanding example of them.

Figure 5 is a specialized shopping site providing all
kinds of information needed to take good care of a
garden. This site publishes gardening-related webzines
to serve users with the most up to date contents, such
as season’s gardening skills or design information.
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Figure 4 A case of categorization by revenue sources.

This case is a good example of creating a niche mar-
ket by providing specialized services and contents.
We have examined electronic commerce for service
industries with an aspect of information-providing
industries. As the Internet is used by more people and
the mentality for digital economy matures, informa-
tion-providing industries and their markets are ex-

We are thrilled to announce that W. Atlee
Burpee, has decided to continue serving
Garden.com customers on the Internet.
Burpee is America's oldest, and most trusted
name in gardening and intends to keep

pected to grow exponentially. More secure and con-
venient paying systems such as electronic cash or
credit cards-based systems will foster the rapid devel-
opment of information-providing services. More en-
hanced bandwidth, widespread multimedia contents,
and new business models will be positive factors for
electronic commerce for service industries.
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Figure 5 A case of classification by contents.
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B. Electronic Commerce and Services
with Information Contents Industries

Throughout the history of mankind, communication
methods and media have experienced many changes.
In the Industrial Age, the focus has moved to mass
communications through mass media rather than
person-to-person communications.

There can be a clear distinction between informa-
tion producers and consumers in mass communica-
tions. Widespread use of computers and the Internet
has blurred these distinctions, and both personaliza-
tion and mass communication could be realized si-
multaneously. At this juncture, the notion of contents,
which has existed throughout history, emerged with
higher values.

The word “contents” means not just information it-
self, but it also includes both information transfer me-
dia and what they contain.

The content is created, processed, and transferred by
so-called information contents industries, contributing
to making profits. The information contents industries
are service-oriented industries by nature in that they
deal with contents which are designed to be served to
users with high qualities. Therefore, now we will see how
electronic commerce for service industries is emerging
in the form of information contents industries.

It is necessary to categorize contents prior to exam-
ining the information contents industries’ status quo.

=CAl

CBT
*Edutainment
Infotainment

Knowledge-
«IETM

added Contents

*Education material
(art,math,history,
geography)
*Encyclopedia
~Journals

+Digital libraries

Inform ation-
collected
Contents
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We will consider two dimensions: information level
and usage purpose. Information level refers to the level
of personalization and interaction, and usage purpose
is about to whom and for what the content is used. This
contents categorization can be used to categorize the
services provided by information contents providers.
Figure 6 shows the two-dimensional categorization
framework for information contents industries.

First, we will discuss information-collected contents
and then proceed to knowledge-added contents.

1. Social/education information-collected contents.
All kinds of educational materials, electronic
journals, government’s home pages, and the
contents provided by electronic libraries are
included. These contents have a wide range of
users and tend to be updated more frequently.

As the concept of “life-long education” get
more pervasive, education-related digital contents
are becoming essential parts served by many
education programs and one of the most
important services.

2. Personal information-collected contents. Leisure,
avocation, and cultural life contents which are
mostly used by individuals are mainstreams in this
categorization. Personal information-collected
contents are marked by their richness of multimedia
services. They are divided into four categories.
¢ Game contents. These are the most prominent

field of personal information-collected

POD =Consulting
sInteractive Movie -Marketing
*Personalized -Portfolio

Interactive =Contents user
Information analysis information
*SAW packages
*Game *News
*Music =Corporate/Product
Video clip Information
«Movie =Job Information
*Animation =Stock
*Personal Homepage POS
“WehZine -Personal Web Sites

Social /

Education
Contents

Business
Contents

Personal
Contents

Figure 6 A classification of contents.
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3.

contents. Chances are that they make
enormous profit and can be used as a test bed
for advanced technologies. Game contents are
moving to knowledge-added contents as they
become more complex.

¢ Entertainment contents. These consist of music,
films, animations, etc. and are considered as a
considerable portion in the analog era.
Entertainment contents have been
experiencing dramatic changes in production
and representation methods with the
development of ITs.

¢ Personal home pages. Personal home pages are
regarded as a new form of information sources,
serving various contents in every interest and
field. In most cases, they are non-commercial
and post individual’s own interests without any
interference. Considering that one person
provides many people with specific contents,
they are a new service field enabled by Internet
technologies.

¢ Webzines. For webzines it can be said that
existing services are just transformed into a new
channel in the aspect that they serve similar
functions with traditional magazines. However,
in webzines, contents are more focused on
user’s interactivities and participation is through
graphic user interfaces and multimedia
technologies. Moreover, they have different
characteristics in the fact that they provide
many kinds of magazines according to user’s
interest and tastes, in many cases, for free.

Business information-collected contents. These

refer to the contents used for companies’ or

individuals’ work processes. Business information-

collected contents should provide updated

information; therefore, faster and more accurate

contents are required. It is a very important

criterion to determine whether or not the time

when the contents are delivered is right for the

situation. Business information-collected contents

include the following:

® News. Internet users are provided faster and
more various information from Internet news.
The recent trend is to provide specialized
contents in each specific field. It is more
constant and stable than other contents in
providing methods and media.

¢ Form/goods information contents. Mainly from
an Internet home page and its links, they
provide all necessary information about
companies’ products such as price, inventory,
functions, etc. In other cases, they play a
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certain role of a company’s services for users
and employees, providing company
introduction, job opportunities, ads, and parts
of work processes.

¢ Stock information. The recent popularity and
explosively growing interest in the stock market
have made these contents more important. So,
the quality of contents such as accuracy is more
concentrated than the external factors such as
graphics or design.

Until now, we have considered three categories of

information-collected contents. Figure 7 is

presented as an example of business information

collected contents.

. Social/education knowledge-added contents.

Social/education knowledge-added contents are
becoming more targeted and specialized for mass
audience or users. Contents served to users are
transforming from simple information to more
specific cases and expertise. It is a recent trend to
add entertaining factors to education with a
purpose to encourage users to have constant
interests in the contents. CAI/CBT, Edutainment,
and IETM are good examples.
¢ CAI/CBT. Being education knowledge-added
contents, CAI (computer assisted
instruction) /CBT (computer-based training)
covers right objectives of education and its
specific training methods. Unlike other
educational contents, the learning pace and
materials are adjusted through the interaction
with users. The education knowledge-contents
produced through the form of CAI/CBT are
generally called courseware.
¢ Edutainment. It is a new word that stands for
“education” and “entertainment.” Edutainment
contents enhance interactivities through an
easy interface and maximize education
effectiveness by providing educational contents
in enjoyable ways. It takes a considerable
portion of infant multimedia contents and has
been used in art, science, language, music, etc.
e JETM (Interactive Electronic Technical
Manual). As you can guess from its name, this
is an electronic technical manual providing
technical information to users in a interactive
way. Complex user manuals about military
apparatus, aviation, ships, and automobiles are
electronically documented, and effective
document structuring, structural search,
product/technology’s interoperability with
database can be realized. It is a very effective
method in time, scale, management, and utility.
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Figure 7 A case of information-collected contents.

IETM provides general services for system
maintenance and an efficient working
environment since it supports management
functions for existing apparatus and systems.

5. Personal knowledge-added contents. While the

analog era was dominated by fixed and fewer

contents, the digital era is characterized by

personalized contents representing users’ interests
and personalities. These personal knowledge-
added contents include the following services.

e POD (production on demand). This is real-
time-based dynamically reconfigured contents
by users’ needs. POD is not confined to just
personal entertainment contents. It can also be
applied to business software packages.
Specifically speaking, if there are components
needed for each work process, it is because of
these customized contents services consisting of
the combination of these components.

¢ Interactive movie. Unlike the traditional fixed
form of scenario, users can influence the film’s
plot or scenario. Interactive movie is one of the
most dramatic examples where the user’s
opinion is represented in the process of
creating contents.

¢ Personalized interactive information. This
provides optimally customized information
according to users’ personalities, tastes, and
interests which are analyzed by sites. The
contents can be reconfigured instantly to serve

an individual’s tastes and choices. In a broad
notion, it is represented as a personalization
service, one of the most representative services
enabled by Internet technologies. This service
can be embedded in almost any business model
such as Internet shopping malls, portal sites,
community sites, etc. There are many solutions
and techniques to support this service. Art
Technology, Broadvision, and Netperceptions
are a few examples of the companies providing
these solutions.
6. Business knowledge-added contents. In many
cases, business knowledge-added contents serve as
a basis to create more value-added contents. Such
contents include the following:
¢ Consulting information. These contents are
more influential on companies’ business
strategies and working processes. This
information is provided to solve business
problems or to help achieve companies’
objectives. Based on the collected information
and the insights for the future, these contents
are value added through information collecting
and processing.

® Marketing information. This refers to
demographic data or research data on
consumer trends. To be served as marketing
information, consumer tastes, product
popularity, customer satisfaction, and market
analysis are processed.
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¢ Information of contents user analysis. This data
is extracted by analyzing contents users’ usage
patterns. While there still exist privacy-related
issues, Internet technologies make it very cheap
to collect and analyze users’ data, helping to
provide more relevant and valid contents ser-
vices. This information of contents user analysis
is very beneficial to information contents
providers.

* Software package for enterprise informatiza-
tion. This is a software package content in
which advanced companies’ processes and data-
created business activities are analyzed for a
company to use in the most optimized form.
The software package for enterprise informati-
zation is high-priced software contents, used to
take effective advantage of corporate resources
through ITs.

As an example of the knowledge-added con-
tents, we introduce a software package for en-
terprise informatization in Fig. 8. The company
in Fig. 8 ranked third in 2000 among software
companies with one software package, which sup-
ports enterprise informatization.

We examined electronic commerce for service in-
dustries with the form of information contents indus-
tries in two dimensions. It is remarkable that I'Ts and
the Internet have made critical innovations in con-
tents’ production and transfer methods. These inno-

3 . 0 r E
lle Edit View Favorites Tools Help
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vations are constructing a new paradigm for service
industries. The previous examples have been repre-
sented to explain the paradigm shift.

Besides the IP and contents industries, information
consulting and SI industries are service oriented. In-
formation consulting and SI industries, however, play
the supportive roles for companies to transform into
electronic commerce and Internet business rather
than be included in electronic commerce. Consider-
ing the scope and the main theme of this research, in-
formation consulting and SI industries ought to be
excluded. In a sense, information consulting and SI
industries can be referred to as “service industries for
electronic commerce,” not as “electronic commerce
for service industries.”

lil. INTERNET BUSINESS
A. Internet Business and Service Industry

To define Internet business, we should consider its
scope first (Fig. 9). It should not be regarded as the
synonym of e-business or e-commerce, but as the sub-
set of them.

Transaction of the basic operations through the In-
ternet can be thought of as the Internet business, but
the organizational operations which have nothing to
do with the customer services are beside the scope of
it because the basic principle of it is to contact with
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Figure 9 Scope of Internet business.

the customers through the Internet. E-business using
the telephone or the private network is also out of the
Internet business.

At last, it can be said that the Internet business is
on the area of the electronic commerce of the busi-
ness to the customer (B to C) and the part of the
electronic commerce of the business to the business
(B to B) among the whole range of the electronic
commerce or the e-commerce.

Internet business can be defined as “the service-
oriented activity, which provides the customer (the per-
son or the company) with the product or the
information through the transaction channel of the In-
ternet.” In other words, Internet business is the indus-
try which utilizes the advantage of the information in-
dustry most efficiently through the Internet, and it is
the very important matters of which service can be pro-
vided to the customer and which can be reoriented
into the high value-added product.

This research will classify the various models of In-
ternet business, which is the most customer oriented
and is performed through the Internet, and will sug-
gest the framework for Internet business evaluation to
help the comprehensions and to guide the future of
Internet business.

B. Internet Business Models

One should clearly define the business model when
any business is set up. The model can define the vision
of the business and can help the business executor de-
cide the target market and the target customer con-
cretely. In addition, the business model influences the
design of the supportive system itself and decides the
revenue creating point, especially in Internet business.

The Internet business model is the original corpo-
rate and management strategy, which is about the rev-

enue model for the customer service on the Internet,
business process, and the affiliation strategy. It is com-
posed of the revenue model which creates profits by
providing the contents and the partnership which can
be represented by the internal business process, affil-
iation strategy with other companies, etc.

We need to know the special features of the business
model or its classification to understand Internet busi-
ness. However, it is a business model that is very diffi-
cult to solve and is much talked about in spite of the
vigorous study in progress because the criteria for the
categorization are different among the scholars and the
specialists and the scope of the business model is varied
before anything else. Also, the openness and the con-
nectivity of the Internet make it possible for the enter-
prise to transform the business model and create a new
one; this makes it harder to categorize the models.

The various researches of the classification of the
Internet business model have been accomplished by
many consulting companies, business schools, and
laboratories of universities. Table III explains the fea-
tures and the critiques of the representative catego-
rization system of the Internet business model.

This research suggests the new framework for the clas-
sification of the Internet business model for the applica-
tion to the whole Internet business through the analyses
and critiques of the existing frameworks (Fig. 10).

We suggest three criteria: the property of the pro-
posed value (physical vs. digital), the scope of the pro-
posed value (general vs. special), and the source of the
proposed value (manufacturer vs. intermediary) in this
research (Table IV). The ongoing Internet business en-
terprises are mapped by each criterion and grouped by
their patterns and categorized into a business model,
or each Internet business model exists in the three-
dimensional framework which has three axes.

Most businesses which enjoyed the advantage of
the preemption with the flourishing Internet business
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Table I
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Features and Critiques of the Internet Business Model

Researcher

Features and critiques

Paul Timmerce

Classified into 11 groups by the 2 criteria of the functional integration and the degree of the innovation

Emphasized that the integration and the reconstruction of the value factors in the value chain of
M. Porter can indicate the structure of the business model

Two criteria having no discrete borders make it hard to apply to the practical classification, and the
system can not reflect the characters of the floating change of the internet industry

D. Julia

Classified into e-Broker Model, Manufacture Model, Auction Model

The reason of the division between e-Broker model and the auction model is ambiguous and so the

border is not definite.

Kenneth Berryman
possessor of the market power.

Classified into the seller-driven market, buyer-driven market, and the neutral market by the main

Focus mainly on the movement of the product and the information, and do not reflect the features of
the product and the information which is provided on line.

Michael Rappa

Classified into the nine models of brokerage model, advertising model, informediary model, merchant

model, manufacturer model, affiliate model, community model, subscription model, utility model
These models can be applied in a mutual benefit association by the business strategy
However, it has the advantage of the wide conception for the definition of the business model, it lacks
the approach to the other additional factors like the feature of the product and transaction function

are changing themselves into the model of providing
total services, diversifying their works and varying
their strategies to ensure definite revenue sources.

C. Internet Business Evaluation

In the fast growth of Internet business, the need for
exact evaluation and analysis on the present and fu-
ture value of the company comes to rise in order to

Special

A
\

=
L

-- Intermediary

Digital

Figure 10 Business model framework.

guide the sound investment on venture and the stock
market and to build the industry environment based
on electronic business.

However, there are some problems in evaluating
an on-line company which has some service-oriented
features. Besides, Internet business advances and
changes at an enormous speed. It is usually hard to
apply the previous approaches which are suitable for
the typical off-line enterprises.

So, this research will show the evaluation frame-
work designed and used for the e-valuation project
which was accomplished to provide the right value of
the Internet business by investigating the domestic 55
companies in 2000 and to explain about the detailed
domains and the items (Fig. 11).

® Market value. It is very important to know how
the company is estimated at the present and what
is able to create the future value. The capability of
production of the value for tomorrow can be
assessed by the brand value, the customer
satisfaction, and the market share.

¢ Business model. We should consider how much
profit the revenue model can create and how the
business process model supports this revenue
system in the area of the business model. It
should be flexible to the changes in the law and
the system such as the patent of the business
model including intellectual properties. For
example, Napster failed to manage their business
in spite of their outstanding idea, the substantial
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Criterion Classification Content Sites
Physical Provide the physical value (household electric www.bloomingdales.com
appliances, clothing, books, etc.) through the www.eddiebauer.com
distribution network
Property of Digital Provide the digital value (MP3, e-book, high- www.herring.com
proposed value quality contents) of contents and services www.usatoday.com
through the Internet
Hybrid Provide both physical and digital value to the www.cdnow.com
customer www.disney.com
General Provide the contents and services with the wide www.travelocity.com
and general areas and not special www.aol.com
Scope of Special Provide the contents and services with the narrow www.deli.com
proposed value and special areas and not general Www.etoys.com
Hybrid Provide both general and special contents and www.nationalgeographic.com
services www.personallogic.com
Manufacturing Provide the value manufactured by itself to the www.dell.com
customer www.levi.com
Source of Intermediary Mediate the value provided by the producer to www.ebay.com
proposed value the customer www.autobytel.com
Hybrid Provide both value manufactured by itself and WWWw.amazon.com

provided by the producer

www.lycos.com

revenue model, and the advanced business
process, because they disobeyed the legal items.
Also, the mutual beneficial relation with the
affiliated concern and the adaptability to the
business circumstances may be estimated in this

category, as well.

* Manager. In Internet business evaluation, the
executive who manages human resources and
copes with the suddenly changing environment
plays a crucial role in running business because
this kind of business is operated not by capital,

but by the human resource.

There are many instances where the
investment market regards the name value of the
managers, especially the CEO, as the important
factor when deciding to put money into their
company because their ability of managing

human resources which can create the future

she will become.

e-Valuator 1.0

domains

value is the decisive factor of the success in the
unstable and immature business situation. The
more a manager or a CEO is successful in
harmonizing his or her company as one, the
more successful leader of that corporation he or

Business
Market value model F Technology
| Brand BM ad- | i System
value | _| vancement | Leadership | _| evel
Customer rofit model| | Compan
satisfaction |excellancy | cuItFt)lreyl —|Techno|ogy|
Market || Managin Human
share | _| Legal | | skitl‘l g | resource |

Figure 11 Framework of Internet business evaluation (e-valuator).
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Table V Ratio about the Priority of Five Areas
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Domain Market value

Business model CEO

Technology Finance

Ratio (%) 20 27

17 17 19

¢ Technology. Because this business is accomplished
through the Internet, one of the IT, the ability to
realize a business model sufficiently is a
prerequisite for business. A company can get the
competitive power by differentiating the value
provided to the customer and the way of
distribution through these techniques.

Of course, technological power became less
important compared to the first Internet business
era when evaluating corporate values. This is
because most companies now only possess the
core technologies that they need in running their
business and leave other technological problems
to other companies.

Finally, prevalent outsourcing will make it hard
to judge a company’s technical superiorities. But,
the leading companies have invented a new
business model, which sells the skills with their
know-how accumulated from their business. So it
is quite fair to say that existing technologies can
become the opportunity of new business.

To evaluate this domain, the service system which
makes it possible to provide the services, the core
technical ability which can be transferred into the
revenue model, and the human resources which
can manage the system should be considered.

¢ Finance. Financial strategy is of course crucial to a
company regardless if it is on-line or off-line.
Besides, most Internet business companies do not
launch their business with a sufficient amount of
capital. However, they start business with brilliant
men and outstanding ideas. So the financial
activity is the key factor for the specified period of
growth. At that condition, most on-line companies
do not have the explicit and settled revenue
sources and they are just suggesting the possibility
of the success, the financial ability can be the
essential condition of the existence of the
enterprise,

In the end, continuous raising of capital is
important, and to do this they have to suggest the
vision of the company to investors and show their
financial management with transparency. The
financial domain should be assessed by the
smooth flow of the cash, the steadiness of the
capital structure, and the transparency of the

financial system based on the stability, the growth,
and the mobility.

These five domains have different importance ac-
cording to the adopted business model. The business
model domain may be more important at the valua-
tion of the shopping mall which is connected with a
few value chains. However, at the community site net-
work, effect between customers or the brand may have
a large portion.

This research resulted in Table V from the survey
conducted with the subject of the 51 investment man-
agers of the domestic 16 investment and securities
companies about the priority of 5 areas.

The business model domain got the first priority at
the survey report. Its importance becomes higher as
Internet business industry matures. However, the be-
ginner of the early stage assumed an aspect of devel-
opment just by their creative idea, they need the es-
tablishment of a stable revenue structure now.

The fact that brand value was measured at second
means that brand recognition and the number of
members are still recognized as important factors.
The remaining were finance, the manager, and the
technology in sequence. Especially, the importance of
technology is deteriorating because as Internet busi-
ness is spreading so is Internet technology. It can be
said that Internet companies are becoming the size
and frame of existing industries.
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[. DEFINITION OF SERVICES INDUSTRIES
[I. DEFINITION AND CLASSIFICATION OF SERVICES
[1. INFORMATION SYSTEMS IN SERVICE INDUSTRY

GLOSSARY

contact personnel Those employees of a service firm
that come into direct contact with customers dur-
ing the delivery of the service.

customer service The manner of style in which a
product is delivered; the personal attention given
to consumers during the delivery process.

demand management Activities designed to manipu-
late the level of customer demand to match the
available supply.

facilitating supplementary services A set of supple-
mental services that facilitates the use of the core
service, such as order taking, billing, and payment.

frequency marketing Programs designed to motivate
customers to continue patronizing a firm, such as
a frequent user reward system.

hard customer standard Measurements of operational
efficiency and customer service that are based on
measurable, observable standards, such as the
length of time required to perform a service.

high-contact service A service where the customer is
present during most or all of the performance of
the service.

inseparability The inability to separate the produc-
tion of a service from its consumption. That is, a
service must be consumed when it is produced, or
its productive capacity is lost.

lifetime customer value The amount of value a cus-
tomer brings to a business over all of the encoun-
ters and transactions a customer has with a busi-
ness from their purchases, insight provided, and
word-of-mouth-activity engaged in by the customer.

Encyclopedia of Information Systems, Volume 4
Copyright 2003, Elsevier Science (USA). All rights reserved.
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IV. APPLICATION OF INFORMATION SYSTEMS IN SERVICE
INDUSTRIES
V. FUTURE PROSPECTS

low-contact service A service where the customer is
not present at all or is present for only a small por-
tion of the performance of the service.

service failure recovery Activities to learn of and cor-
rect problems that occur during the service deliv-
ery process.

services Intangible activities or benefits provided to
consumers that do not result in ownership.

soft customer standard Measurements of customer
service that require subjective assessments, such as
friendliness.

yield management A set of activities to obtain the
highest average revenue over time per unit of ca-
pacity offered for sale.

Firms operating in the SERVICES INDUSTRY must
develop an information system that allows the firm to
meet and exceed the customers’ expectations, to de-
velop and maintain a close relationship with its cus-
tomers, and to increase its productivity. This means
the system must be carefully designed to provide the
desired information and that the information be ac-
curate. How a service firm can do this is discussed in
this article.

I. DEFINITION OF SERVICES INDUSTRIES

The services industries are made up of those busi-
nesses that provide intangible products. A great deal
of diversity exists within the various services indus-
tries, diversity in terms of the type of consumers

89
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served, including business markers, consumer mar-
kets, and governments. Diversity also exists in terms
of the size of firms within the various service indus-
tries. As a rule, service industries tend to be made up
of smaller, local firms, such as restaurants, laundries,
and auto repair shops. However, the services industry
also includes large, international firms, such as within
the airline, banking, and insurance industries.

Given the diversity within the services industries,
we cannot discuss each specific industry individually
or discuss the particular nuances of specific services.
Instead the discussion will deal with the generalities
that differentiate the services sector from the manu-
facturing and agriculture sectors of the economy.
The discussion starts with a clear definition of how
services, as intangibles, differ from goods (tangibles)
and provide classification systems of services. Once a
firm foundation for what services are has been
developed, the discussion will focus on how informa-
tion systems can be applied within the services
industries.

Il. DEFINITION AND CLASSIFICATION
OF SERVICES

A service can be defined as an activity or benefit that
one party offers to another that is essentially intangi-
ble and does not result in the ownership of anything.
Thus, services are distinguished from other products
on two key characteristics: They are intangible and
they cannot be owned.

A. Intangibility

The intangibility nature of services means services,
per se, cannot be seen or felt. Rather services are ex-
perienced. The service itself may deal with or be tied
to a physical, tangible product, such as providing a
car (car rental) or repairing a car, but the “product”
itself is intangible. In the case of a car rental a tangi-
ble is provided, but the “product” itself is the “expe-
rience” of having the car—the convenience of check-
in and return, problem-free operation of the car,
having the appropriate vehicle, etc. Likewise, in the
case of car repair, the actual “product” is intangible—
taking in a car that is not properly operating and get-
ting it back in proper working condition. So, one ma-
jor difference between services and goods is the
intangible nature of the services.

Service Industry

B. Lack of Ownership

The second major distinguishing characteristic of ser-
vices from other products is the lack of ownership—
services are not owned by the person “purchasing”
them. When purchased, a car would be considered a
product, but if rented, the rental car would be a ser-
vice. Thus, services can be distinguished from tangibles
by whether the “product” is owned or not. Even though
a service may involve a tangible—providing one, re-
pairing one, or improving and altering one—unless
there is ownership by the purchaser, it is a service.

C. Classification of Services

Services can be classified in many different ways, but
the most comprehensive classification system is by the
nature of the service act, tangible or intangible ac-
tions, and toward whom or what the actions are di-
rected, either a person or their possessions. Table I
summarizes this classification system.

1. Nature of the Service Act

Table I lists these types of services:

® People processing services. Tangible actions directed
toward people bodies, such as health care and
hotels

® Possession processing services. Tangible actions
directed at physical possessions, such as dry
cleaners and repair services

® Mental stimulus processing service. Intangible actions
directed at people’s minds, such as advertising
and entertainment services

e Information processing services. Intangible actions
directed at intangible assets, such as banking or
insurance.

The role of information systems will vary across the
various types of services. For example, many posses-
sion processing services can be treated as quasi-
manufacturing operations, where information systems
can be used to improve productivity. However, for
most people processing services the consumer will be
directly involved in the production process, making
most manufacturing productivity models inappropri-
ate. Yet, these people processing services do need in-
formation about individual consumers and their pref-
erences. Mental stimulus services can benefit greatly
from information systems in the delivery of the ser-



Service Industry

91

Table | Services Classified by Nature of the Service Act

What is the nature

Who or what is the direct recipient of the service?

of the service act? People

Possessions

Tangible actions People processing

(services directed at people’s bodies)

Passenger transportation
Health care

Lodging

Restaurants

Beauty salons

Intangible actions Mental stimulus processing

(services directed at people’s minds)

Advertising
Entertainment
Management consulting
Education

Information services
Psychotherapy
Broadcasting

Possession processing
(services directed at physical possessions)
Repair and maintenance
Storage
Retail distribution
Dry cleaning
Landscaping

Information processing
(services directed at intangible assets)
Accounting
Banking
Data processing
Data transmission
Insurance
Legal services
Securities investments

Source: Adapted from Lovelock, C., and Wright, L. (1999). Principles of service marketing and management. Upper Saddle

River, NJ: Prentice-Hall, 31.

vice, allowing for higher degrees of customization and
productivity. But the area of greatest potential for in-
formation systems is that of information processing
services. These services by their very nature rely heav-
ily on information systems and recent improvements
in technology have greatly changed how these ser-
vices can be offered, with on-line stock trading being
just one example.

2. Use of Information within Service Firms

Fitzsimmons has developed a classification system for
the competitive use of information within a service
firm. Table II summarizes this classification system.

Information can be used either to assist in the oper-
ations of the service (internal) or externally to de-
velop linkages and understanding of customers. Both
internal and external use of information can be on-
line in real time or off-line and used for purposes of
analysis.

e Customer service information—On-line information
on customers. Information of this nature is used to
better serve customers and to create switching costs
for the purpose of creating barriers to entry by
competitors. Information is used by the firm to
make a connection with the customer, thereby being
in a position to better serve them. Thus the firm

Table I Competitive Use of Information within a Service Firm

On-line
(real time)

Off-line
(analysis)

Customer service
Reservation system

External (customer)

Frequency user club

Switching costs
Revenue generation
Yield management
Point of sales
Expert systems

Internal (operational)

Customer analysis

Selling information
Development of services
Micromarketing

Productivity enhancement

Inventory status
Data envelopment analysis

Source: Adapted and modified from Fitzsimmons, J. A., and Fitzsimmons, M. J. (1998). Ser-

vices management, 2nd ed. Boston: Irwin McGraw-Hill, 69.
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creates customer loyalties and barriers to entry for
other firms. Examples of this include reservation
systems, frequent user clubs, and on-line customer
databases.

® Customer analysis information—Off-line analysis of
customer information. Information collected from
customers and their transactions can be analyzed
individually and collectively using data mining
techniques to learn about customer preferences and
to detect trends. This information can be used to
improve the delivery of the service, to develop new
services, and to customize the service.

® Revenue generation—On-line use of internal
information to increase revenue opportunities. Having
information on current and expected customers’
usage patterns can allow a service firm to utilize
yield management tools to maximize its revenue
potential. (This concept is explained more fully in a
later section.)

® Productivity enhancement—use of off-line external
information to increase productivity. This information is
especially useful for multisite services, such as
franchises, to determine the effectiveness of each
unit and to identify the best practice for each
process that can be shared with other facilities.

Specific examples and applications of this classifica-
tion system for the use of information are provided
on a later section.

lll. INFORMATION SYSTEMS
IN SERVICES INDUSTRY

A. Objective of Information Systems
in Service Industries

Every organization needs information if it is to make
effective decisions and develop sound strategic plans.
For many manufacturing firms this means developing
information systems around its products, where
productrelated databases are the focal point of the
information system. However, for services the product
is intangible, so a different orientation is needed. For
service industries the focus point has to be consumers,
necessitating that information systems focus on cus-
tomer databases, not product databases.

For many manufacturing firms the objective is
to maximize the profitability of their products, and
thus their information systems focus on measuring
product-related metrics. For services industries the fo-
cus has to be on the profitability of customers—

Service Industry

whether measured at a mass market, customer seg-
ment, or individual customer level—dependent on
the service firm’s focus.

The strategic role of information systems in a ser-
vice firm is as follows:

1. Allow the service firm to meet and exceed the
customers’ expectations. This means a service
firm needs knowledge about customers’ priorities
and the degree to which the firm is meeting
them in its various encounters with customers.

2. Allow the service firm to develop and maintain a
close relationship with its customers. Part of this
role involves defining who are the right
customers and determining their changing
expectations. Another part of this objective is
knowing how the firm’s performance compares
to that of other service firms. Also, the service
firm needs to develop information systems to
learn more about its customers, to better
understand them, and to be in a position to
better serve them. This involves developing a
longer term, lifetime customer value perspective.

3. Allow the service firm to increase its productivity.
In addition to understanding the current
productivity of employees and systems,
information can be used to improve the
effectiveness of customers interacting with
the firm.

An effective service-quality information system, ac-
cording to Berry in his book, On Great Service, offers
the following benefits:

¢ Encourages and enables management to
incorporate the voice of the customer into
decision making

® Reveals customers’ service priorities

¢ Identifies service improvement priorities and
guides resource allocation decisions

¢ Allows the tracking of company and competitor
service performance over time

¢ Discloses the impact of service quality initiatives
and investments

¢ Offers performance-based data to reward
excellent service and correct poor service

B. Characteristics of Effective Services
Information Systems

Before discussing individual information systems for
service firms, it would be helpful to discuss some of
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the design issues in the development of an informa-
tion system for a services firm.

1. Information System Design

The information system design deals with the type of
information needed, by whom, in what format, and
when.

a. TypE OF INFORMATION NEEDED

In general, information is needed on current cus-
tomers, potential customers, employees, and the
environment.

i. Current and Potential Customers For current cus-
tomers you need information on their expectations,
how they define value, their priorities, and their level
of satisfaction with the service. For prospective cus-
tomers, in addition to the above items you also need
to know their attitudes about competing service firms
and how your service compares on these variables.

1. Employees For employees, you will need infor-
mation on their performance, at both a technical level
(providing the core service) and a function level (the
manner in which the core service is delivered), and
the level of satisfaction with their job. Research has
shown that the level of employee satisfaction has a di-
rect correlation on the level of customer satisfaction.
Information about customers—complaints, level of
satisfaction, problems, requests, etc.—should also be
collected from employees.

ii. Environment To develop an effective strategy it
is also necessary to collect information about changes
in some crucial environments, mainly, competitive,
economic, legal, and technological.

1. Competitive environments. Having a competitive
intelligence system will provide information on
changes in competitors’ activities, such as adding
or dropping products, increasing or decreasing
level of service, changing price, and changes in
promotional activity. It is also desirable to have
information on the consumers the competitors
are targeting and their level of satisfaction.

2. Economic environments. Changes in the strength of
the economy and consumer finances can result in
changes in the level of demand and types of
services demanded, so these changes need to be
monitored.

3. Legal environments. Changes in legislation and
regulation at a local, state, or national level can
create either opportunities or threats that could
drastically change the way a service firm operates,
so a systematic way to monitor and analyze these

93

changes is necessary.

4. Technological environments. The rapid change in
technological innovations can make the cost of
doing business very expensive. Technological
innovations, especially those being adopted by
major competitors, need to be closely monitored.
A service firm also needs to monitor
technological innovation in other industries,
looking for potential innovation that could be
used to better serve customers and create
competitive advantages.

In designing the actual information system, Kotler
has developed a list of 10 questions to be used for de-
termining the type of information that needs to be
captured:

1. What types of decisions are you regularly called
on to make?

2. What types of information do you need to make
these decisions?

3. What type of information do you regularly get?

4. What types of special studies do you periodically
request?

5. What types of information would you like to get
that you are not getting now?

6. What information would you want daily?
Weekly? Monthly? Yearly?

7. What magazines and trade reports would you
like to see routed to you on a regular basis?

8. What specific topics would you like to be kept
informed of?

9. What types of data analysis programs would you
like to see made available?

10. What do you think would be the four most

helpful improvements that could be made in the
present information system?

These questions can be asked of both managers and
frontline employees, with the actual information sys-
tem being a cross between what the managers and
frontline personnel think they need, what they actu-
ally need, and what is economically feasible.

Berry has further refined Kotler’s list of questions
specifically for service industries (see Table III). Berry
provides a list of questions for both the design of a
new system and the refinement of an existing system.
By asking these questions a service firm will be in ex-
cellent shape to understand the types of information
needed to serve its customers effectively, develop re-
lationships with customers to create competitive ad-
vantage, and to improve the effectiveness and pro-
ductivity of employees. After identifying exactly what
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Table 1l

Service Industry

Questions for Service Quality Information System Users

Predesign Questions

* What would you like to know about the customers you serve?

® What type of information would help you improve service in our company?
® What type of information would you like to have about your own service performance? About your work unit? About the

company? About the competition?

¢ If you presently receive information on customer service, what type of information is most valuable to you? Why? What is least

valuable? Why?

® What are your preferred ways of receiving customer service information? How often would you like to receive this information?

Postimplementation Questions
¢ Are you receiving the information you need to help the company improve its service? (for managers)
¢ Are you receiving the information you need to best serve your customers? (for frontline employees)
® What information on customer service would you like to receive that you currently do not receive? How would this information

help you?

® What customer service information that you receive is most valuable to you? Why? What is least valuable? Why?
® Do you receive customer service information on a timely basis? Please explain.
® What could the company do to improve the usefulness of the customer service information it provides you?

Source: Berry, L. L., and Parasuraman, A. (Spring 1997). Listening to the customer: The concept of a service-quality information system.

Sloan Management Review, Vol. 38, 65-76.

information is needed, a service firm must next de-
termine where and how to collect it.

b. SOURCES OF NEEDED INFORMATION

Given that the essence of a services information
system is a customer information system, the majority
of information collected will be from customers—
both current and potential. Another major source of
information will come from employees. Berry has sug-
gested four main sources for collecting information
from consumer and employees, as discussed next.

i. Transactional Surveys These are satisfaction sur-
veys given immediately following a customer’s en-
counter with a service. These surveys can obtain cus-
tomer feedback while the experience is still fresh, and
alert the firm quickly should a negative pattern develop.

In addition to these transactional surveys, a service
firm also needs to develop a transactional database
that records a customer’s purchase history. The trans-
actional database can link a person’s purchases (fre-
quency and amount purchased) to their demographic
and media habits so this information can be used to:

¢ Exchange information with the customer in future
encounters. The customer will remember previous
encounters with you, so you need to be in a
position to remember them also.

® Provide additional sales opportunities by analyzing
past purchases with the customer, and other
similar customers, in order to suggest other
services the customer might like. Amazon.com has
used its customer databases quite effectively to
suggest additional book selections based on what

other titles a customer is purchasing. Likewise
Amazon.com notifies readers when their favorite
author has a new book out.

¢ Determine the lifetime value of a customer. By
analyzing customers’ lifetime value, the amount
and type of efforts to direct toward a customer
can be differentiated by the value of the customer.
For example, a bank can charge a monthly fee for
checking accounts to its less valued customers but
make it free to more valued clients.

ti. Customer Complaints, Comments, and Inquiries
Customer feedback, whether in the form of complaints,
comments, or inquiries, can be extremely valuable in
keeping customers and serving them better. Therefore,
a systematic process for gathering and analyzing cus-
tomer communications needs to be developed. It
should be easy for consumers to provide feedback,
whether in person to frontline employees, by tele-
phone, e-mail, comment cards, or Internet web sites.
Regardless of the vehicle, customer feedback needs to
be captured and recorded in an information system.
The information can then be analyzed looking for ways
to strengthen customer relationships by either correct-
ing mistakes or by handling problems, or by seizing op-
portunities to serve customers better based on their
suggestions. An analysis of complaints can also identify
weak links in the system that should be corrected.

ii. Total Market Survey Total market surveys are
comprehensive research projects of the entire mar-
ket—current customers, former customers, and com-
petitors’ customers. A total market survey is interested
in assessing the firm’s service performance compared
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to competitors, identifying service improvement op-
portunities, and tracking improvements over time.
Not only will a service firm gain insight into how con-
sumers perceive the firm relative to competitors, but
the firm can also see how various changes in service
operations and marketing strategies influence con-
sumers’ attitudes and behaviors.

. Employee Surveys Two basic types of employee
surveys should be conducted. One is a survey of the
employee’s level of satisfaction in working for the firm
and the other is a survey of employees to capture in-
telligence about customers. The employee satisfaction
survey can be undertaken to determine the level of in-
ternal service quality (i.e., how well employees are
serving one another), identify employee-perceived
obstacles to improved service, and track employee
morale, attitudes, and overall level of satisfaction. The
level of employee satisfaction is usually a good indi-
cator of the level of customer satisfaction. By collect-
ing and analyzing this information, managers can de-
velop a strategy to allow employees to be more
effective in their jobs.

Employees can also be surveyed as an intelligence
source on customers. Frontline employees deal with
many customers each day, and thus gain insight into
customers’ expectations, perceptions, problems, and
frustrations. These insights need to be captured and
analyzed through an information system.

v. Service Operating Data A system also needs to
be developed to retain, categorize, track, and distrib-
ute key service performance operating data. Such
things as service response times, service failure rates,
operating times, and costs can be monitored to indi-
cate problems and opportunities for improvements.

2. Information Quality

It is the quality, not the quantity, of information that
is critical in the development of a service quality in-
formation system. The test of the quality of informa-
tion is that it must be relevant, precise, useful, credi-
ble, and timely.

a. RELEVANT

The information gathered should focus decision-
makers’ attention on the most important issues.
Mainly, information is needed that answers these ques-
tions:

® What are the expectations of our customers and
are we meeting them?

e What are the expectations of prospective
customers and what should be done to capture
these consumers?
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® What can be done to improve employees’
performance in meeting and exceeding customer
expectations?

For information to be relevant it must provide insight
into these issues, otherwise there is no need to collect it.

b. PrEcISE AND USEFUL

The information collected must be specific enough
to allow decision-makers to take action. That is, man-
agers need to be able to make decisions, set priorities,
launch programs, and cancel projects. The informa-
tion also has to be useful. That is, decision-makers
must understand the format in which the information
is presented and must be given the context of how the
new information relates to information from the past.

c. CREDIBLE

Decision-makers also need to trust the information
before they will use it. Information should be classi-
fied as to its accuracy, and multiple measures of a phe-
nomenon can be made to try to reach a consensus of
what is actually happening.

d. TiMELY

To be of use, the information should be available
when needed and at the right place. Both managers
and frontline personnel need to be able to access the
right information, at the right time, in the right for-
mat, at the right place. Basically everyone in the or-
ganization should be able to access the information
system to help them perform their jobs well and bet-
ter serve customers.

IV. APPLICATION OF INFORMATION SYSTEMS
IN SERVICES INDUSTRIES

As indicated in the previous section, information sys-
tems have three strategic roles within service firms:

¢ Allow the service firm to meet and exceed
customer expectations.

¢ Allow service firms to develop and maintain close
relationships with customers.

¢ Allow service firms to increase productivity.

A. Information Systems to Meet and
Exceed Customer Expectations

Satisfying customers is a matter of meeting and
exceeding their expectations. There are two basic
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questions a service firm needs to ask and answer: What
are customers’ expectations, and how are we at satis-
fying customers?

1. What Are Customers’ Expectations?

Research has shown that consumers tend to use five
types of variables in evaluating services:

1. Reliability: being dependable in providing the
service as promised, over time

2. Tangibles: service provider’s physical facilities,
equipment, personnel, and communication
materials

3. Responsiveness: the firm’s employee helpfulness
and ability to provide prompt service

4. Assurance: service employees who are
knowledgeable, polite, competent, and
trustworthy

5. Empathy: providing caring, personalized attention.

Information on the exact expectations can be ob-
tained from total market surveys and feedback from
customers’ comments, inquiries, and complaints. In-
formation from total market surveys can be analyzed
to determine customer priorities and expectations.
These surveys should be conducted as frequently as
every quarter to semiannually, depending on the dy-
namics of the industry.

The information from the total market survey can
be supplemented with feedback from customers. Cus-
tomers can provide information in several different
forms (e.g., comments, inquiries, complaints) and in
different vehicles (e.g., verbally to frontline employ-
ees, telephone, mail, Internet web site, e-mail, fax).
Regardless of the how the feedback is received, the in-
formation system needs to be capable of capturing,
categorizing, tracking, and distributing these com-
ments. This information should be analyzed at both
an individual and aggregate level when looking for
opportunities to better understand customers.

Managers will be the primary users of this infor-
mation system. After the completion of a total market
survey, all of the information can be reviewed with an
eye toward looking for changes in consumer priorities
and expectations.

2. How Well Are We Satisfying Customers?

Transactional surveys can be used to determine how
well a service firm is meeting customers’ expectations.
Thus, a service firm needs to develop a transactional
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database to record each encounter a customer has with
the firm. These customer databases need to be contin-
uously updated (real time) and available to all front-
line employees when dealing with customers, regard-
less of the nature of the interaction (in person, by
phone, or Internet) or the nature of the encounter (in-
quiry, purchase, complaint, comment, or suggestion).

Either hard or soft service quality standards can be
established in monitoring the success of a service firm
in meeting customer expectations. Hard service stan-
dards are things that can be counted, timed, or ob-
served through audits. For example, FedEx places a
high priority on making no mistakes. Hard standards
for FedEx would be number of packages delivered
right, number of missed pickups, number of packages
late, etc. A bank could track the accuracy of transac-
tions, time required to serve customers, statements
sent on time, etc.

Soft standards are things that cannot be measured
and tend to be based on perceptual measures and are
opinion based. Soft standards are measured by talk-
ing with customers and employees. For example, Ritz-
Carlton has a set of “Gold Standards” to treat people
with respect that include these guidelines: Uniforms
must be immaculate, nametags must be worn, groom-
ing standards must be adhered to, supervisor must be
notified immediately of hazards, etc. American Ex-
press in the treatment of its customers expects em-
ployees to listen and do everything possible to help.
General Electric expects its telephone operators to
take ownership of a call.

It is easier to capture and analyze hard standards
but ways must also be found to record, analyze, and
distribute the results of soft standards, too. In gen-
eral, high-contact services, those services where the
customer is present during all or most of the service
performance, such as physicians, airlines, spectator
sports, and hotels, will tend to require more soft stan-
dards than hard standards. Low-contact services, those
services where customers need not be present at all,
or only minimally during the service performance,
such as car repair, utilities, and insurance, will tend to
use more hard standards than soft standards. How-
ever, every service should have a set of both hard and
soft standards.

The transactional database, recording customer in-
teractions and satisfactions, becomes the basic foun-
dation for the other information systems. The trans-
actional database acts as the basic monitor of how well
a service firm is performing. However, the long-term
viability of the firm depends on developing and main-
taining a relationship with customers.
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B. Information Systems to Develop
Customer Relationships

Customer relationship management (CRM) is a tech-
nological initiative that focuses on building mutually
beneficial customer relationships by employing tech-
nology that allows marketing, sales, and service to
share information and work as a team. CRM systems
can be either operational or analytical. Operational
CRM systems gather customer information across var-
ious channels, such as on-site encounters, phone,
Web, and call centers; organizes it; and makes it avail-
able to frontline employees so they can better serve
customers. Analytical CRM systems analyze the data
collected by the operational system to help improve
the overall customer satisfaction and profitability of
customers individually and collectively.

In general, CRM systems are used to track encounters
with consumers and record communications with cus-
tomers. This information can be used for purposes of
segmentation and targeting of products and customer
communications. The information gathered can also
be used to help retain and develop customers. The
CRM system can answer the following questions:

* Who are the right customers?
e What is the right customer mix by time period?
* How do we retain current customers?

1. Who Are the Right Customers?

Customers are not equally profitable to serve. Some
customers generate more business, are more loyal,
and are easier to serve than other customers. Some
customers engage in favorable word-of-mouth activi-
ties and act like apostles for the company or provide
valuable insight into how to better satisfy customers.
In general, customers who generate value (produce
greater benefit than cost) are the “right” customers.
One of the first uses of a CRM system is to segment
and prioritize customers. The segmentation can be
based on current profitability of a customer, future po-
tential of a customer, and the potential of the customer
to provide valuable referrals. The CRM should provide
the necessary information to make these judgments.

2. What Is the Right Customer
Mix by Time Period?

The widely fluctuating nature of demand for many
services, along with the inability to inventory services,
makes demand management a crucial task for service
managers. Managing demand requires having infor-
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mation about the fluctuations in demand and under-
standing the nature of the demand itself.

Lovelock has suggested asking the following ques-
tions to help understand the factors that govern de-
mand for a specific service at a given point in time:

1. Does the level of demand for the service follow a
predictable cycle? If so, is the cycle duration:
® One day (varies by hour)
® One week (varies by day)
® One month (varies by day or by week)
® One year (varies by month or by season; or

reflects annually occurring public holidays)

* Some other period
2. What are the underlying causes of these cyclical
variations?
¢ Employment schedules
¢ Billing and tax payment/refund cycles
® Wage and salary payment dates
¢ School hours and vacations
¢ Seasonal changes in climate
¢ Occurrence of public or religious holidays
® Natural cycles, such as coastal tides
3. Do demand levels seem to change randomly? If
so, could the underlying causes be:
¢ Day-to-day changes in the weather (consider
how rain and cold affect the use of indoor and
outdoor recreational or entertainment services)

¢ Health events whose occurrence cannot be
pinpointed (heart attacks and births affect the
demand for hospital services)

e Accidents, acts of God, and certain criminal
activities (these require fast response not only
from fire, police, and ambulance but also from
disaster recovery specialists and insurance
firms)

4. Can demand for a particular service over time be
disaggregated by market segment to reflect such
components as:
¢ Use patterns by a particular type of customer

or for a particular purpose?

¢ Variations in the net profitability of each
completed transaction?

To help in the development of an effective demand
management strategy a service manager needs infor-
mation on:

¢ Historical data on the level and composition of
demand over time, including responses to changes
in price or other marketing variables

¢ Forecasts of the level of demand for each major
segment under specified conditions
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¢ Segment-by-segment data to help management
evaluate the impact of periodic cycles and random
demand fluctuations

® Good cost data to enable the organization to
distinguish between fixed and variable costs and
to determine the relative profitability of
incremental unit sales to different segments and
at different prices

¢ In multisite organizations, identification of
meaningful variations in the levels and
composition of demand on a site-by-site basis

¢ Customer attitudes toward queuing under varying
conditions

¢ Customer opinions on whether the quality of
service delivered varies with different levels of
capacity utilization.

Information systems need to be designed to pro-
vide this information. However, this is not sufficient.
Not only is it necessary for a service manager to be
able to understand the nature and level of demand,
but a service manager needs to manage that demand
to yield the maximum amount of revenue.

Customers differ in their ability and willingness to
utilize a service at a given time and also vary in the
amount of money they are willing to spend. Thus a
service manager must consider the yield—the average
revenue received per unit of capacity offered for sale—
of various strategies. For example, should a hotel ac-
cept an advance booking from a tour group at a re-
duced rate, or should it wait for the potential of
receiving a full rate from a business traveler (not
knowing for sure whether the business traveler will ac-
tually materialize)? Yield management is the strategy
of obtaining the best possible yield over time from
each available unit of capacity.

Yield management requires the development of
mathematical models that analyze past sales data by
customer segment, then factors in current market in-
telligence and considers various marketing efforts to
arrive at an ideal customer mix. The ideal customer
mix is the percent of business desired from a particu-
lar customer segment that will result in the highest
revenue generation based on the amount of demand
and price sensitivity of each segment.

Yield management involves the following steps:

1. Identify the principal market segments that might
be attracted to the service facility and that are
consistent with its capabilities and mission.

2. Forecast the volumes of business that might be
obtained from each segment at specific price
levels (through supply-and-demand analysis).
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3. Recommend the “ideal business mix” at each
specific point in time in terms of maximizing net
revenues, which may not, in fact, be the same as
maximizing capacity utilization.

4. Provide the sales force with specific sales targets
on specific dates for each segment. This
information may also be useful for planning
advertising and related communication efforts.

5. Providing guidelines for the prices to charge
each segment at specific points in time. For some
segments, these guidelines should be adhered to
rigorously; in other instances, they may simply
provide targets for negotiation.

An example of yield management is where an air car-
rier develops different seat categories for a flight, based
on the price and various restrictions placed on a ticket.
Thus the most expensive seats could be purchased at
the last minute with no restrictions, and the lowest ticket
fares would require advance purchase and have many
restrictions (Saturday night stay-over, no changes, etc.).
To manage the yield, the number of seats in each cate-
gory could change, based on the number of seats sold,
historical ridership patterns, and likelihood of con-
necting passengers. If analysis shows that business trav-
elers are buying unrestricted tickets earlier than ex-
pected, then more seats could be taken from discounted
seats and reserved for last-minute bookings.

3. How Do We Retain Current Customers?

Once a service firm has established a relationship with
a customer, it wants to keep and develop that cus-
tomer. Research has shown that it is not only less ex-
pensive to keep current customers, but current cus-
tomers who are loyal are more profitable. The longer
a customer stays with a business the more profitable
they are. So, retaining customers is an important ac-
tivity. Retaining customers involves more than satisfy-
ing customers. A service firm must also establish an ef-
fective system for customer complaint and service
failure recovery and create bonds with customers.

a. CUSTOMER COMPLAINT AND

SERVICE FAILURE RECOVERY
The high variability in quality that exists for services
makes quality control activities important. It also ne-
cessitates having good service failure recovery systems
in place. Having a system for learning about service
failures is important; as many as 90% of customers do
not complain when there is a problem, and if there is
a problem, consumers are less likely to return to the
firm. So, learning of consumer problems and cor-
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recting them is important in a firm’s efforts to retain
customers.

Developing an effective service failure recovery sys-
tem is basically a matter of first learning about mis-
takes and then having mechanisms to correct those
mistakes. Mistakes in the service delivery process can
be identified by:

¢ Actively encouraging customers to complain when
there is a problem. This requires that customers be
aware of complaint mechanisms and have access to
them. Multiple methods for voicing complaints
need to be developed, including telling the service
provider or manager, comment cards, suggestion
boxes, toll-free phone numbers, and the Internet.

¢ Training contact personnel to identify potential
failures. Contact personnel need to question
consumers on the level of service received and be
perceptive as to when things are not right.

¢ Implementing quality control standards and
measures. Specific measures need to be taken to
ensure quality standards are being met and to
alert the appropriate people when they are not
met. Information systems play a vital part in
monitoring the quality of the service.

Once service failure problems have been identified,
steps can be taken to correct the problem. However,
more needs to be done than just correcting the prob-
lem. The service firm needs to learn from the failure
to prevent it from recurring. Service failures them-
selves need to be analyzed for their root cause. Infor-
mation systems are needed to track problems so steps
can be taken to prevent the problems from recurring.

The role of information systems is to capture cus-
tomer complaints, analyze complaints for root cause
analysis, and empower front-line workers with the in-
formation necessary to remedy the problem.

Regardless of the method used by consumers to
voice a complaint—in person, via the Internet, phone,
or mail—the complaint must be recorded and acted
on. Analyzing complaints can provide valuable insight
into how to improve the service for all customers.
Frontline employees must also be able to access the
information system to help them resolve the customer’s
problem, whether they need to track the status, as in
a lost bag for an airline, or provide assistance in the
steps and procedures for resolving the problem.

b. CUSTOMER MANAGERS AND

CREATING CUSTOMER BONDS
Given the positive impact that retaining customers
has on profitability it is wise for service firms to es-
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tablish customer-managers. Just as product-managers
are responsible for overseeing and managing every as-
pect of a particular brand, a customer-manager is re-
sponsible for overseeing and managing the relation-
ship a firm has with a particular customer or customer
segment. Some banks have personal bankers for their
preferred customers. These personal bankers are the
contact person for the customer, and the personal
banker will handle all of the customer’s needs. This
provides a degree of continuity for the customer and
ensures that nothing slips through the cracks. The ba-
sic job of a customer-manager is to manage and im-
prove the relationship with the customer.

For a customer-manager structure to work the infor-
mation system has to be organized around customers
and not products. The customer-manager has to be
able to analyze every aspect of the customer’s business
with the firm. Having this customer-organized database,
rather than a product-organized one, allows the
customer-manager to develop bonds or ties with the
customer. Berry and Parasuraman have discussed four
types of bonds that can be created to retain customers:
financial, social, customization, and structural.

i. Financial Bonds Financial bonds create a finan-
cial incentive for the customer to continue doing busi-
ness with the firm. The most common is a frequency
marketing program, such as the airline frequent flier
programs or hotel frequent stayer program. Frequent
users receive discounted or free services based on the
quantity of use. Frequency marketing programs re-
quire an information system to accurately track and
report the customers’ “points.” Tracking customer us-
age becomes the basis for differentiating customer
groups based on frequency and volume of usage,
which in turn allows a firm to design more targeted
programs for its preferred customers.

ii. Social Bonds Social bonds build on the finan-
cial incentives by creating social and interpersonal re-
lationships with the customers. A social bond treats
the customer as a client and attempts to understand
and serve customers better. Establishing social bonds
is especially important for professional services and
personal care providers. Social bonds make the ser-
vice personal by remembering the client’s name and
past experiences with the firm, by sending cards to
commemorate special occasions, and staying in touch
to learn of changing needs. This type of relationship
requires the service firm to have a transactional data-
base and CRM information systems to record, ana-
lyze, and report on all of a customer’s dealings with
the firm.

iii. Customization Bonds Customization involves
meeting the individual needs of the customer. This
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means the firm must be capable of learning and re-
membering from each interaction the customer has
with the firm. The information system needs to provide
the contact person with the history and preferences of
the customer. Armed with this information the firm
can provide the exact service the customer desires. For
example, Ritz-Carlton Hotel Company’s employees are
trained to input the likes and dislikes of its regular cus-
tomers into a customer database. By making the data-
base available to the entire system, a hotel can know in
advance the guest’s preferences and individualize the
service to meet his or her particular needs.

iv. Structural Bonds Structural bonds are created
when the service firm partners with its clients by linking
information systems and sharing processes and equip-
ment. For example, Allegiance Healthcare Corporation
has created an integrated information system with the
hospitals it supplies by linking its ordering, delivery, and
billing systems with the customers’ systems. Likewise,
FedEx also creates structural bonds with its customers
when it provides free computers to its customers to al-
low them to store addresses and shipping data, print
mailing labels, and help track packages. These struc-
tural bonds tie the customer directly to the service firm
and necessitate working closely with customer.

C. Information Systems to
Increase Productivity

Meeting and exceeding customer expectations is a
necessary, but not sufficient, condition for a service
firm to be profitable. Profitability also means using re-
sources efficiently. Information systems can be used
to improve a service firm’s productivity by increasing
operational efficiency and improving how customers
relate to the firm.

1. Improving Operational Efficiency

Services tend to be labor intensive and have high vari-
ability in quality due to the input and variability of
employees and customers. Typical actions that a ser-
vice firm can undertake to improve its productivity in-
clude the following:

Careful controlling costs at every step of the

process

Service blueprinting to reduce wasteful use of

labor and materials

¢ Accurately forecasting demand and matching it to
capacity

® Replacing workers with automated machines
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® Providing workers with equipment and databases
that enable them to work faster or at a higher
level of quality

¢ Teaching employees how to work more
productively

¢ Installing expert systems to take on work
previously performed by more experienced
individuals earning higher salaries.

Service firms are starting to employ computerized
performance monitoring and control systems
(CPMCSs) that gather and track employee service
performance data. Performance measures such as
length of service calls, speed of answering, and num-
ber of abandoned calls can be documented automat-
ically and analyzed by CPMCSs. However, care must
be taken in the use of these employee-monitoring sys-
tems to ensure that employees do not focus on meet-
ing a standard to the detriment of customer service.
CPMCSs need to be used to spot problem areas that
can be corrected by employee training, process reengi-
neering, or system redesign.

Enterprise resource planning (ERP) systems, such
as SAP or PeopleSoft, can be used to coordinate and
streamline functions, eliminate waste, and improve
service. In conjunction with ERP systems, front-office
automation systems, such as Siebel Systems and Van-
tine Corporation, allow firms to automate their inter-
actions with customers. For example, AT&T uses front-
office automation at its call centers to identify callers
by phone number and classify it by segment type to
route the call to the appropriate personnel before the
call is even answered. As the employee answers the
call, the service provider has the customer’s account
history in front of him on his computer screen to ex-
pedite handing the customer’s request.

Expert systems can also be provided to assist em-
ployees in dealing with customers by supplying an-
swers to questions and details on how to perform cer-
tain tasks. For example, a call center operator for a
hotel chain can select the hotel property nearest the
customer’s business meeting and supply detailed di-
rections to the hotel to the customer.

2. Improving Customer Efficiency

Customers productivity is just as important as em-
ployees productivity, given the involvement of cus-
tomers in the production process for many services.
Customer productivity in interacting with the firm
can be enhanced by facilitating the information ex-
change, order taking, and billing/payment process
and by developing self-service technologies.
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a. INFORMATION SUPPLEMENTAL SERVICES

To obtain full value from a service, customers need
relevant information. Information supplementary ser-
vices facilitate the customer’s purchase experience by
telling customers about service features and perfor-
mance before, during, and after the service delivery.
A service firm needs to ensure customers have accu-
rate and timely information on:

e What products will best meet the customer’s needs
and how to use the service

Details on how to order the service

Directions to the service site

Schedules and service hours of operation

e Prices

e Documentation and confirmation of reservations

¢ Summary of account activity.

In addition to service providers giving out this infor-
mation, it can also be provided via the Internet, touch-
screen video displays, computer-accessed bulletin
boards, menu-driven telephone messages, and cus-
tomer controlled software. FedEx and UPS are exam-
ples of firms that have used customer-driven software.
They allow customers to track movements of their
packages on-line whenever they want.

b. ORDER TAKING SUPPLEMENTAL SERVICES

Information systems can also be used to facilitate
the order taking process. Customers want to place or-
ders, make reservations, or take applications in a fast,
accurate, and polite manner. Information systems can
be used to minimize the time and effort required to
place orders. Examples include Pizza Hut’s use of
handheld computer devices that send the diners’ or-
ders to the kitchen, and Taco Bell is testing a system
that allows customers to place their orders using
touch-sensitive countertop menus. Software can also
be used to facilitate order taking, such as the airlines’
use of ticketless systems.

c. BILLING AND PAYMENT SUPPLEMENTAL SERVICES

Customers want clear, timely, accurate, and relevant
documentation of the amount of money owed to the
service firm. Billing can be highly computerized, even to
the point of automatically withdrawing money from the
customer’s bank account on the delivery of the service.
Some services, such as American Express, even analyze
a customer’s usage patterns and suggest strategies for
the customer to save money. Hotels and rental car in-
dustries have highly computerized check-in/check-out
procedures that make the billing process a very simple
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matter. Other services are starting to employ “smart
cards” to facilitate the payment process.

d. SELF-SERVICE TECHNOLOGIES

Customer productivity, and customer service can
also be improved by employing customer self-service
technologies (SSTs). SSTs, such as ATMs, pay at the
pump, automated airline or hotel check-in/out, and
Internet banking, allow the customer to provide her
own service at her convenience and free up contact
personnel to handle other customers and responsi-
bilities. However, some customers see SSTs as intimi-
dating, difficult to use, or unreliable. So, care must be
taken to ensure that customers will use SSTs and be
satisfied with them.

In developing SSTs, Meuter and Bitner suggest that
a service firm answer the following questions:

® What is our strategy? What do we hope to achieve
through the SST: cost savings, revenue growth,
competitive advantage?

® What are the benefits to customers of providing
the service on their own through the SST? Do
they know and understand these benefits?

* How can customers be motivated to try the SST?
Do they understand their role? Do they have the
capability to perform this role?

¢ How “technology ready” are our customers? Do we
have segments of customers who are more ready
to use the technology than others?

* How can customers be involved in the design of
the service technology system and processes so
that they will be more likely to adopt and use the
SST?

e What forms of customer education will be needed
to encourage adoption? Will other incentive be
needed?

V. FUTURE PROSPECTS

Changes in technology, especially in the ability to col-
lect and analyze information on individual customers,
are changing the very nature of how service firms op-
erate and interact with their customers. Information
systems have changed from being capable of only an-
alyzing consumers in an aggregate sense to being able
to collect, store, analyze, and disseminate information
on each and every customer. Having detailed, accu-
rate information on each customer and his prefer-
ences, along with his purchase histories, potentially
puts a service firm in the position of better serving
customers in a more efficient and effective manner.
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Berry in his book On Great Service has suggested the
following as the major impact of changing technology
on services:

Multiplying knowledge

Streamlining services

Customizing and personalizing services
Increasing reliability

Facilitating communications.

A. Multiplying Knowledge

Today’s databases allow service firms to collect and
store vast amounts of information on each and every
customer. Through database analysis and data min-
ing techniques, service firms will be in a position to
better understand the behavior, preferences, and
needs of their customers, individually and by seg-
mented groups. Through the insights gained by ana-
lyzing these customer databases, service firms can
better serve customers and thus create more loyal
customers.

Managers can also analyze the customer databases
to gain insight into developing new products and to
create better ways of delivering existing products. Ar-
tificial intelligence programs and expert systems can
be developed that will allow contact personnel to ef-
fectively and efficiently deliver a service and correct
problems without having to rely on or wait for a
supervisor.

B. Streamlining Services

New technology, especially information systems, will
allow service firms to remove many obstacles in the
current delivery systems. This will result in a more
timely, reliable, productive, and valuable delivery of
the service. This will be especially true for informa-
tion processing services. Many services can automate
activities previously requiring manual processes.
Banks, for example, can automate even more, moving
from ATMs to on-line banking transactions, where
customers can handle their banking transactions any
time and any place. Financial investment institutions
will allow customers to engage in on-line trading and
self-management of a person’s own account.
Anywhere information is exchanged, the potential
to streamline exists. Airlines are computerizing the
reservation process, the ticketing process, and the
check-in process. Even the medical profession is com-
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puterizing its information exchanges. One example is
that of doctors sending prescriptions directly to the
pharmacy through handheld computers.

C. Customizing and Personalizing Services

Customer databases allow service providers to cus-
tomize and personalize the delivery of service. By
studying an individual’s history with the firm, only the
appropriate services and messages can be offered and
the service can be delivered in the exact manner de-
sired by the customer. Many hotels use information
systems to customize the service its frequent stayers
receive, from the type of room and amenities desired,
to food preferences when ordering room service. Not
only are hotels able to customize the service but they
also personalize it by being able to refer to the guest
by name and mention things from the guest’s past
visits.

The goal is to employ technology to allow for effi-
cient delivery of the service, but to do so in a person-
alized manner. The result should be “high touch” de-
livered through “high tech.”

D. Increasing Reliahility

Computer information systems are allowing service
firms to monitor every aspect of the service delivery
process. Thus, service providers are in a better posi-
tion to monitor quality and be aware of problems as
they arise.

Service firms are also able to develop expert sys-
tems that allow service providers to operate at higher
levels of efficiency and effectiveness. For example,
auto repair shops employ computers that can diag-
nose problems and even provide advice on how to
correct the problem.

E. Facilitating Communications

Customer databases allow contact personnel to have
instant access to a customer’s records and give the
provider a wealth of relevant information that can be
used to better serve customers. Service providers will
have all the necessary information to handle almost
any situation that might arise. Customers will also
have access to the information systems so they can
find the answer to their own questions and be in a po-
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sition to inform the service of any changes in their
needs or situation. The flow of information from firm
to customer, and from customer to firm will be almost
instantaneous, allowing for more timely delivery of
the service.

Service firms should also facilitate the exchange of
information from one consumer to others. Given the
importance of personal sources and word-of-mouth
activity in reducing risk in the purchase of services, ser-
vice providers need to facilitate the exchange of infor-
mation between customers. Chat rooms and bulletin
boards will provide convenient mechanisms for con-
sumers to exchange information among themselves.

F. Privacy Concerns

Customer databases allow service firms to amass a lot
of information about individual customers. Much of
this information will be of a personal nature. A key is-
sue to the continuing relationship of a service firm
with its customers is trust. For consumers to be will-
ing to share information about themselves they must
trust the service provider. Protecting the privacy of
the customer, and only using the information gained
from them to better serve the customer, are two key
components of developing their trust. Therefore, a
service provider must go to great lengths to protect
the privacy of its customers.
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|. DISCRETE VERSUS CONTINUOUS SYSTEMS SIMULATION
[I. DISCRETE VERSUS CONTINUOUS SIMULATION
PROGRAMMING LANGUAGES
[l. SIMULATION PROGRAMMING LANGUAGES WITH SIMPLE
EXAMPLES IN CSMP, SIMSCRIPT 11.5, GPSS, AND ARENA

GLOSSARY

continuous systems simulation (CSS) Use of models
with continuous variables such as time.

data mining Use of statistical procedures to find,
store, and make accessible patterns in data.

discrete systems simulation (DSS) Use of models
which have changes taking place at discrete instants.

general-purpose language (GPL) A digital computer
programming language which can be used for
many purposes (such as FORTRAN or C).

random number generator (RNG) A computer algo-
rithm which produces numbers between 0 and 1 which
appear to have a uniform statistical distribution.

simulation languages Digital computer programming
languages which are specifically intended for pro-
gramming of simulations (and have subroutines
and commands to make the task simpler than use
of a GPL).

special simulation language (SSL) Such digital com-
puter programming languages as CSMP, a CSS lan-
guage; SIMSCRIPT IL.5, a CSS and DSS language;
GPSS, which is a DSS language; and Arena, which is
a popular interactive simulation environment that
enables the user to have access to features such as an-
imations and spreadsheets. (Witness, PROMODEL,
Awesim, Automod, and @risk are other simulation
environments that incorporate similar features.)

SIMULATION LANGUAGES are used to make the com-
puter simulation of discrete systems and of continu-
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IV. AN EXAMPLE IN DATA MINING
V. CONCLUSIONS

ous systems easier to implement. Discrete systems sim-
ulation (DSS) is often used in settings involving ran-
domness, whereas continuous systems simulation
(CSS) does not allow for randomness. Therefore, a
DSS language should be used if the system one de-
sires to simulate contains randomness. While there
are many DSS and CSS languages, which collectively
we term special simulation languages (SSLs), one can
also perform simulations in general-purpose lan-
guages (GPSs) such as FORTRAN, C, etc. A simple ex-
ample of deterministic motion in gravity shows the
utility of CSS languages (in this case, the CSMP lan-
guage). Another simple example of a single-server
queueing system shows the incorporation of random-
ness in a language that can accommodate both dis-
crete and continuous systems (in this case, the SIM-
SCRIPT IL5 language). This same queueing system is
also illustrated in GPSS, a commonly used DSS lan-
guage and Arena, a popular interactive simulation en-
vironment. A final example in the area of data min-
ing illustrates how to incorporate a number of
important aspects using the GPSS DSS language.

I. DISCRETE VERSUS CONTINUOUS
SYSTEM SIMULATION

Simulation refers to solving problems with experimen-
tation involving a model of the real-world system. A
physical model might involve putting a scaled-down
airplane wing into a wind tunnel to see the results.
The forces on an airplane wing can also be modeled
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mathematically by a system of differential equations;
one might study this model mathematically (if the
equations are simple enough), or on a digital com-
puter (if the equations are realistic, in which case they
are rarely simple enough that they can be solved ex-
plicitly). Since the variables in differential equations
(such as, time) are typically continuous, simulations
involving them are called continuous simulations (or
continuous systems simulations).

Simulation involving models which have changes
taking place at specific time points (or discrete in-
stants) rather than continuously is called discrete sys-
tems simulation. Such models date back to the French
naturalist G.L.L. Buffon, who used them to estimate
7 (i.e., the quantity now known to be 3.14159 . . .) by
tossing needles onto gridded paper in 1773. The
American statistician, E.LL. De Forest, was the first to
use random numbers (instead of physical random-
ness) in such a simulation in 1876. Since the advent
of the digital computer in the middle of the twentieth
century, work with such models has moved largely to
computers, which can process calculations rapidly.
For coverage of simulation techniques, see the work
of Tadikamalla, for applications in various areas such
as the U.S. Census, biology and environment, electric
power systems, inventory management, insurance, ed-
ucation, water resources, economics, system reliabil-
ity, and other areas as well as modern techniques, see
work by Dudewicz in 1996, 1997, and 1999.

Il. DISCRETE VERSUS CONTINUOUS
SIMULATION PROGRAMMING LANGUAGES

As noted in Section I, there are two basic types of sim-
ulation models: continuous (which use systems of dif-
ferential equations), and discrete (which use changes
at discrete time points), i.e., CSS and DSS models.
There are less frequently encountered circumstances
where both discrete and continuous features need to
be incorporated in a simple model. All forms of sim-
ulations are, today, performed largely on modern dig-
ital computers, requiring programming in some com-
puter programming language.

The programming of a CSS or a DSS can be done
in a general-purpose computer programming lan-
guage such as FORTRAN, C, etc. In fact, it has been
said that more simulations are programmed in
FORTRAN than any other single programming lan-
guage. The advantages of programming a simulation
in a general-purpose language (GPL) are that there is
no need to learn a new language (if one already knows
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the specific language to be used), and no need to ob-
tain new software for one’s computer. The disadvan-
tages include that one has to write routines which do
well-known calculations that special simulation lan-
guages do (and do well), so one is “reinventing the
wheel”; and, one may miss some of the (many) intri-
cacies of the programming and end up with an in-
valid simulation.

One important caveat to bear in mind is: do not
use a language that does not allow for randomness if
one’s real-world setting involves randomness. For ex-
ample, suppose a queue with one server has service
time 0.8 for all jobs, and interarrival times that aver-
age 1 (jobs do not arrive each time unit, but at ran-
dom with some statistical distribution with mean 1).
Then one should use a language which can allow for
the randomness of job arrivals.

The above means one should not use what some
have called “deterministic simulation,” wherein all ran-
dom quantities are replaced by their means (to sim-
plify the model analysis). In the queueing example,
one would have jobs arriving at times 1, 2, 3, 4, . . . if
one replaced the interarrival times by their means.
Then there would never be any queue built up (as ser-
vice times are all 0.8). But this is not realistic for real-
world systems where queues do build up. So, one should
not use a language that cannot allow for randomness.
While this should seem simple and clear, often systems
of differential equations have random coefficients, and
some suggest use of a CSS language. Such languages
do not allow for randomness, so one may then be coun-
seled to replace the random coefficients by their means,
which as we have just seen is folly. In a complex system
the folly will be harder to see (due to the complexity
of the system), but no less real.

lil. SIMULATION PROGRAMMING LANGUAGES
WITH SIMPLE EXAMPLES IN CSMP,
SIMSCRIPT I1.5, GPSS, AND ARENA

In this section we illustrate the use of three special-
purpose simulation languages and an interactive sim-
ulation environment. The first, Continuous System
Modeling Program (CSMP), is appropriate for con-
tinuous systems; the second, SIMSCRIPT IL5, can be
used for either continuous or discrete models; the
third, General Purpose Simulation System (GPSS), is
designed for simulations of discrete models; and the
last, Arena, illustrates a modern interactive simulation
environment.
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A. A Continuous Modeling
Environment—GCSMP

Since the mathematical foundation for simulations of
continuous systems is based on the simultaneous so-
lution of differential equations, continuous simula-
tion languages are designed to facilitate this process.
If the system of differential equations can be solved
through analytical means, then it is unnecessary to
develop a simulation. Consequently, continuous sim-
ulation languages are designed to provide numerical
solutions to differential equations, making them use-
ful when analytic solutions are not available but also
making them susceptible to errors due to limitations
of computational precision. To show the rudiments of
how a continuous simulation language functions, we
choose a very simple problem, with a readily available
analytic solution, and use a particular language
(CSMP) to simulate the situation described by the
problem.

Suppose that from a height of 1400 feet, an object
is thrown vertically up with a velocity of 250 ft/sec and
we wish to track the position (relative to ground level)
of the object for 20 seconds. Mathematically, if we let
a(t), v(t), and p(f) be the acceleration, velocity, and
position of the object at time ¢, respectively, then

D oy, (1)

a(t) = —32 ft/sec?, % = a(1), 7

Moreover, we have the boundary conditions v(0) =
250 ft/sec and p(0) = 1400 ft. The solution of § =
a(t) with condition v(0) = 250 gives v(f) = —32¢ +
250 and the solution of % = w({) with condition

$(0) = 1400 gives s(f) = —164 + 2507 + 1400. A plot
of v(?) and s(¢) (see Fig. 1 where the parabolic curve

2000+
1500+
1000+

500 4

Figure 1 Velocity and position of moving object.
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represents p(¢)) gives us a detailed view of the veloc-
ity and position of the moving object at various times.

If the two differential equations in (1) had not
been simple to solve, or if their solution was not avail-
able in closed form, we would resort to a simulation
of the motion. A CSMP program that simulates this
motion is given in Fig. 2.

The program of Fig. 2, because of its simplicity, is
mostly self-explanatory. Statements that begin with
“#” are comments and through the CONSTANT state-
ment any number of constants can be specified; in
the case of this program, the gravitational constant, G,
the initial velocity, VO, and the initial position, PO are
defined in line 3 of Fig. 2. The next three statements
form the core of the program that solves the differ-
ential equation given in Eq. (1). The INTGRL com-
mands perform numerical integrations to obtain suc-
cessive values of velocity and position at appropriate
times. These times are

0, 0+ DELT, 0 + 2DELT, 0 + 3DELT, -+, FINTIM

where DELT and FINTIM are defined to be
0.01 and 20 on the subsequent TIMER statement.
Following the establishment of initial values, these
specifications lead to 2000 computational iterations at
times

0.01, 0.02, ---, 20.

The PRINT statement causes the production of a
three-column output consisting of time (always in-
cluded), VEL, and POS. The value of 1 specified for
PRDEL is the time increment that controls program
output. In this case, excluding headers, there will be
21 output lines for times 0, 1, 2, . . ., 20. The TITLE
statement places a heading on the program output.

The output associated with the program of Fig. 2 is
given in Fig. 3. It is clear that this tabular output re-
flects the graphic description of the motion given in
Fig. 1 (e.g., maximum height is attained near ¢ = 8
and the object hits the ground at ¢ = 20). An unusual

* ACC = ACCELERATION, VEL = VELOCITY, POS = POSITION
N V0 = INITIAL VELOCITY PO = INITIAL POSITION

CONSTANT G =-32, V0 =250, PO = 1400

ACC=G

VEL = INTGRL(V0,ACC)

POS = INTGRL(PO,VEL)

PRINT VEL, POS
TITLE SIMULATION OF MOTION

TIMER FINTIM = 20, PRDEL =1, DELT=0.01
END

Figure 2 CSMP program to simulate motion.



108

SIMULATION OF MOTION

TIME VEL POS
0.000000E+00  2.500000E+02 1.400000E+03
1.000000E4+00  2.180000E+02 1.634000E+03
2.000000E+00  1.860000E+02 1.836000E+03
3.000000E+00  1.540000E+02 2.006000E+03
4.000000E+00  1.220000E+02 2.144000E+03
5.000000E+00  9.000000E+01 2.250000E+-03
6.000000E+00  5.800000E+01  2.324000E+403
7.000000E+00  2.600000E+01  2.366000E--03
8.000000E+00 -6.000000E+00 2.376000E+03
9.000000E+00 -3.800000E+01  2.354000E+03
1.000000E+01 -7.000000E+01  2.300000E+03
1.100000E4+01 -1.020000E+02  2.214000E+03
1.200000E+01  -1.340000E+02 2.096000E+03
1.300000E+01  -1.660000E+02 1.946000E+403
1.400000E+01 -1.980000E+02 1.764000E+03
1.500000E+01 -2.300000E+02  1.550000E+4-03
1.600000E+01 -2.620000E+02  1.304000E-+03
1.700000E+01 -2.940000E+02  1.026000E+03
1.800000E+01 -3.260000E+02  7.160000E+02
1.900000E+01 -3.580000E+02  3.740000E+-02
2.000000E+01 -3.900000E+402  0.000000E+00

Figure 3 Output of program given in Fig. 2.

aspect of this output is that there are no errors due to
the approximations that result from numerical inte-
grations. Simulation of this model requires the inte-
gration of the constant function a(f) = —32 and the
linear function v(f) = —32¢ + 250 and almost all nu-
merical integration techniques (trapezoidal rule,
Simpson’s rule, Runge-Kutta, etc.) deal with linear
functions without producing errors.

Obviously, as a programming language, CSMP and
similar languages are far more powerful and flexible
than this example shows. What they all have in com-
mon is the ability to solve simultaneous differential
equations and in most cases the user is allowed con-
siderable flexibility in choosing from a variety of nu-
merical integration techniques and obtaining a vari-
ety of numeric and graphic output.

The simple example that we just considered does
not give much of the details associated with the con-
struction of CSMP models. For additional examples
we refer the reader to Speckhart and Green and for
a comprehensive discussion of CSMP we suggest the
1985 IBM publication. Among other languages for
the simulation of continuous systems we mention
ACSL (Advanced Continuous Simulation Language),
DYNAMO (DYNAmic MOdeling), NDTRAN (Notre
Dame TRANslator), and STELLA, and refer the
reader to Chapter 9 of Aburdene.
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B. A Discrete Model in a Mixed Simulation
Environment—SIMSCRIPT 1.5

There are languages that are well suited for the sim-
ulation of continuous, discrete, and mixed systems.
One of the most commonly used such languages is
SIMSCRIPT IL.5 which, not only has features that fa-
cilitate the simulation of both continuous and dis-
crete systems, but is also embedded within a full
general-purpose programming language. A detailed
exposition of SIMSCRIPT IL5 can be found in Rus-
sell’s 1983 and 1993 work and the 1985 CACI manual.

We will illustrate the use of SIMSCRIPT IL5 in the
simulation of a discrete model. The single-server
queueing system is the simplest form of a discrete
model. This situation arises when “customers” arrive
at a “service station” that can serve no more than one
customer at a time; the customers wait for their turn
(if necessary) to obtain service and after service is
rendered they leave the station and are removed from
the model. Two basic properties determine the be-
havior of a single-server queue: customer arrival times
(equivalently, interarrival times or times between suc-
cessive arrivals) and the times required for customers
to receive service.

Let’s consider a single-server queueing system
where interarrival times (in minutes) are U(2,4) (are
uniformly distributed on the interval [2,4]) and ser-
vice times (also in minutes) are U(0.5,4.5). The SIM-
SCRIPT II.5 simulation language has a number of fea-
tures that facilitate the implementation of this model
and a program for simulating it for 200 customers is
given in Fig. 4.

SIMSCRIPT II.5 makes a distinction between
processes (dynamic entities that cause actions) and
resources (passive entities that are used by processes).
It is clear that customers need to be modeled as
processes, but less clear, perhaps, that the generation
(initiating the arrival) of customers is also a process.
The resource required in this model is the service
provider.

The first segment of the program of Fig. 4, the
PREAMBLE, establishes GENERATOR and CUSTOMER
as processes and SERVER as a resource. Each resource
has a queue attached to it and each queue has a queue
size or length, in our case N.Q.SERVER, associated
with it. Line 6 indicates that the program should keep
a running average of N.Q.SERVER so that it will be
available at the end of the simulation. Because of the
ACCUMULATE directive, SIMSCRIPT IL5 will auto-
matically keep a record of the time-weighted average
of queue lengths.



Simulation Languages

* * A SINGLE-SERVER QUEUEING SYSTEM

PREAMBLE
PROCESSES INCLUDE GENERATOR AND CUSTOMER
RESOURCES INCLUDE SERVER
ACCUMULATE AV.Q.SIZE AS THE AVERAGE OF N.Q.SERVER
END

NOOCOE WN -

MAIN
CREATE EVERY SERVER(1)
LET U.SERVER(1) = 1
ACTIVATE A GENERATOR NOW
START SIMULATION
PRINT 2 LINES WITH AV.Q.SIZE(1) THUS
SINGLE-SERVER QUEUEING MODEL
THE AVERAGE QUEUE SIZE WAS ** #+*
END

O A WN -

(=<}

PROCESS GENERATOR
FOR | =1 TO 200,
DO
ACTIVATE A CUSTOMER NOW
WAIT UNIFORM.F(120,240,1) MINUTES
LOOP
END

NOOseE WN =

PROCESS CUSTOMER
REQUEST 1 SERVER(1)
WORK UNIFORM.F(30,270,2) MINUTES
RELINQUISH 1 SERVER(1)

END

(S O S

Figure 4

model.

SIMSCRIPT II.5 program of a single-server queueing

Each process, since it involves action, needs to have
its own program segment to describe its behavior. The
third segment, PROCESS GENERATOR introduces a
customer into the model (line 4), waits for a period
of time with the waiting time sampled from U(2,4)
(line 5), and repeats this 200 times (lines 2 through
6). The use of minutes as the simulation time unit
does not provide sufficient detail within the simula-
tion since arrival and service times have to be in whole
time units. Therefore, we choose to model time in
seconds and sample from U(120,240) rather than
U(2,4). The first two arguments to UNIFORM.F give
the interval of the uniform distribution and the third
argument specifies the random number generating
stream that is to be used.

The fourth segment of the program, PROCESS
CUSTOMER, describes the behavior of the customer
who requests a server (line 2), “works” or occupies
the server for a time sampled from U(30,270) (line
3), and relinquishes the server and leaves the model
(line 4). It is understood within SIMSCRIPT II.5 that
if SERVER is busy, CUSTOMER is placed in a queue un-
til SERVER becomes available. Moreover, since the
preamble indicated that the server’s queue size would
be needed, the length of SERVER’s queue is updated
as needed. The “ (1) ” that follows SERVER on lines 2
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and 4 indicates that servers of the first type are to be
used—there is only one type of server in this case so
this distinction is not an important one.

While the GENERATOR and CUSTOMER processes
describe the logic of the model, the segment headed
by MAIN, the second segment, puts things into action
by establishing the presence of the SERVER resource
(line 2); making sure that there is one unit (hence
the U.) such resource (line 3); activating the GENER -
ATOR process which in turn will (in time) produce
200 CUSTOMERS (line 4); and starting the simulation
(line 5). At the start of the simulation the only active
entity is the GENERATOR and all subsequent action
flows from it. The PRINT statement (line 6), executed
after the completion of the simulation, produces two
lines of output in the manner described by the two
template lines that follow. The output of the program
(Fig. b) is rather simple and self-explanatory.

C. A Discrete Model in a Discrete
Simulation Environment—GPSS

A principal advantage of a language like SIMSCRIPT
IL5 is its applicability to continuous, discrete, and mixed
model simulations. If a simulation is clearly envisioned
as a discrete model, as was the case with the single-server
queue, then a language specifically designed for this
purpose can make the modeling and programming even
simpler. Languages designed for this purpose include
SLAM (Simulation Language for Alternative Modeling),
SIMULA, SIMAN (Simulation Modeling and ANalysis),
and GPSS. See Aburdene or Banks, Carson and Nelson
for a general discussion of these languages and the 1999
work of Karian and Dudewicz for a more detailed treat-
ment of GPSS. More recently, new products such as Mi-
cro GPSS (a variant of GPSS) and Arena have been in-
troduced to take advantage of the graphical interfaces
available on many desktop computers. For a description
of Arena see Kelton, Sadowski, and Sadowski.

To illustrate a discrete system modeling language we
consider GPSS and apply it to the same single-server
queue that was programmed in SIMSCRIPT II.5. We
can see that the GPSS program of this model, given in
Fig. 6, is even simpler than the SIMSCRIPT IL5 pro-
gram considered earlier. In GPSS a programmer con-
centrates on the dynamic objects of the model called

A SINGLE-SERVER QUEUEING MODEL
THE AVERAGE QUEUE SIZE WAS 0.258

Figure 5 Output of the program of Fig. 4.
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1 SIMULATE
2 *
3 * SIMULATION OF A SINGLE-SERVER QUEUE
4 *
5 1 GENERATE 180,60 Customers arrive
6 2 QUEUE QLINE Get in waiting line
7 3 SEIZE SERVER  Obtain service
8 4 DEPART QLINE Exit the waiting line
9 5 ADVANCE 150,120 Service time
10 6 RELEASE SERVER Make server available for others
11 7 TERMINATE 1 Leave the simulation
12
13 START 200 Start counter at 200
14 END

Figure 6 GPSS program for the single-server queue.

transactions (the customers in our example) and de-
scribes, through a succession of commands (called
blocks in GPSS), the behavior of the transactions. In
GPSS lines beginning with “*” are comments and all
lines as well as all blocks are numbered (by GPSS).

In the example under consideration, a customer
arrives through the GENERATE block (block number
1 in Fig. 6). The 180 and 60 that follow indicate that
interarrival times are to be uniform on the interval
[180 + 60, 180 — 60] = [120, 240]. The third column
or field in each block is a comment. Following the se-
quence of blocks, the customer gets in line (desig-
nated by QLINE) and attempts to obtain access to the
server (the SEIZE block). The customer is either
stuck (for some time) at this point or is able to gain
access to SERVER, in which case it leaves the waiting
line (the DEPART block). Conceptually, obtaining ser-
vice is the same as advancing time while SERVER is
busy. This is done through the ADVANCE block with
time sampled from the uniform distribution on the
interval [150 — 120, 150 + 120] = [30, 270]. Follow-
ing receipt of service, the customer lets SERVER go
(the RELEASE block), making it available for other
customers, and leaves the simulation through the
TERMINATE block.

The 1 of the TERMINATE block causes a counter
that is initialized by the subsequent START statement
to be decremented by 1. The SIMULATE (program
line 1), START, and END statements (lines 13 and 14)
do not describe transaction (customer) movements,
they control the execution of the simulation. When
the counter initialized by START is decremented to 0,
the simulation stops.

Notice that the program in Fig. 6 has no output re-
lated statements. An implicit assumption in GPSS is
that the modeler wants to have some basic informa-

tion about all the entities incorporated in the model.
Consequently, such output is produced without any
prompting. The output of the program of Fig. 6 is
given in Fig. 7. First, the internal simulation clock, the
time at the end of the simulation, is reported as 36370
units (36370 seconds or a little over 10 hours in our
scale). Next, there is a listing of all the blocks with the
number of transactions in these blocks at the end of
the simulation and the number of transactions that
“entered” these blocks during the simulation.

The block counts are followed by some reasonably
detailed information about the waiting line, QLINE.
We can see, for example, that on average customers
waited for 47.610 seconds and if those who did not
wait at all (the ZERO ENTRIES) are excluded, the re-
maining customers’ average waiting time was 90.279
seconds. The average queue size, which was 0.258 in
our SIMSCRIPT II.5 simulation of 200 jobs (see Fig.
5), is 0.263. This differs from the result of Section II.B
due to a different random number generator being
used.

Regarding SERVER, we can see that it was busy
83.3% of the time and the average service time per
customer was 151.431 seconds.

D. A Discrete Model in an Interactive
Environment—Arena

Although Arena is built on a platform of the SIMAN
simulation language, it provides a much different
modeling environment to the user. Models, simple as
well as complex, can be developed through the proper
on-screen arrangement of icons that represent the
model objects and processes. Because of its friendly
graphic interfaces, menus, and dialog boxes, Arena is



Simulation Languages

RELATIVE CLOCK 36370

BLOCK CURRENT TOTAL
1 1 201
2 0 201
3 0 200
4 0 200
5 0 200
6 0 200
7 0 200
QUEUE MAXIMUM AVERAGE
CONTENTS CONTENTS
QLINE 3 0.263
AVERAGE
TIME/TRANS
QLINE 47.610
FACILITY AVERAGE NUMBER
UTILIZATION  ENTRIES
STATION  0.833 200
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ABSOLUTE CLOCK 36370

BLOCK CURRENT TOTAL
TOTAL ZERO PERCENT
ENTRIES ENTRIES ZEROS

201 95 473
$AVERAGE TABLE CURRENT
TIME/TRANS NUMBER CONTENTS
90.279 1

AVERAGE SEIZING PREEMPTING
TIME/TRANS TRANS. NO. TRANS. NO.
151.431

Figure 7 Output of the GPSS program given in Fig. 6.

easy to use. In most cases, model development con-
sists of collecting appropriate constructs from a set of
available templates, connecting them according to
the logic of the model, and executing the model. The
user is further assisted by the variety of output schemes
(animated, graphic, or text) that are available. When
necessary, the user can choose to import constructs

made up of SIMAN components. In fact, it is possible
to create one’s own set of templates and use them
whenever circumstances dictate a need.

For purposes of illustration, we again consider the
simple queueing model of Sections III.B and III.C.
Starting from a “blank” screen (see Fig. 8), the mod-
eler clicks on or drags icons from those available in

Ele Edit View Tools Amange Object Hun Window Help ;Iilll
= = N == N - RS e o] 22 | = = S T T T |k?|
e eDﬂOA|.£v£viv|@v|Evv HJGW‘ngE|ﬂH‘E|
———r =
<> Basic Process
D dig
Create Dispose
I R
Process Decide
o R -
Batch Separate
I
Aszign Record
Ertity Queue LI J _’ILI
Resouice Variable i
— —
& Repotts
i MNavigate

For Help. press F1

387,511 | 4

Figure 8 A “blank” arena window.
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Figure 9 The Create icon and some of its specifications.

the left column to the working area (the large sub-
window) of the screen. Thus, if we want to introduce
customers into the simulation, we drag the Create
icon to the working area and double click it to spec-
ify the arrival characteristics. Figure 9 shows the Cre-
ate icon together with the window that establishes its
characteristics.

When all relevant model components are brought
to the working area, with their properties specified,
the icons are connected in a manner that describes
the flow of the model. The simple queueing model
that we are considering is depicted in Fig. 10.

Arena provides several options for the output asso-
ciated with a simulation run. The user can opt for an-
imated output, graphic output, or a summary in the
form of a text file. The model represented in Fig. 10
is the same as that of Figs. 4 and 6. The summary out-
put of a single run, shown in Fig. 11, is mostly self-
explanatory. The redundancies that one observes are
due to the simplicity of the model where, by design,
such items as the number of customers entering the

& Encyc3.doe

—

queue, or the service facility is 200 as is the number of
customers who use the facility, leave the facility or
leave the system. The Half Wwidth column in the
first two portions of the output is marked (Insuf) be-
cause Arena generally expects to summarize multiple
runs of a simulation, and on the basis of these runs, it
computes the half widths of the 95% confidence in-
tervals for various statistics. Since Fig. 11 shows the re-
sults of a single run, (Insuf) simply indicates that
there is insufficient information for the computation
of half widths of 95% confidence intervals.

In the first portion of the output of Fig. 11, the first
line gives results associated with service times; the sec-
ond line gives the same statistics for waiting times; and
the third gives information about total times (for wait-
ing and service). In the second section of the output,
the first line (Customer.WIP) gives information re-
garding the number of customers in the system; for ex-
ample, the average of 1.2217 is the time-weighted av-
erage of the number of customers in the system and
the Server.Utilization of 0.83885 indicates that

(O] |

Customer ,ﬂrri\le\»— Service Facility _—/F =
OSSR | .,

r o

Figure 10 Depiction of the simple queueing system.
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~ TALLY VARIABLES

Identifier Average Half Width Minimum Maximum Observations
Service Facility.VATim 155.18 (Insuf) 30.743 269.46 200
Service Facility.WaitT 70.839 (Insuf) .00000 485.65 200
Service Facility.Total 226.02 (Insuf) 33.678 724.43 200
Customer.VATime 155.18 (Insuf) 30.743 269.46 200
Customer .NVATime .00000 (Insuf) .00000 .00000 200
Customer.WaitTime 70.839 (Insuf) .00000 485.65 200
Customer.TranTime .00000 (Insuf) .00000 .00000 200
Customer.0OtherTime .00000 (Insuf) .00000 .00000 200
Customer.TotalTime 226.02 (Insuf) 33.678 724.43 200
Service Facility.Queue 70.839 (Insuf) .00000 485.65 200
DISCRETE-CHANGE VARIABLES
Identifier Average Half Width Minimum Maximum Final Value
Customer.WIP 1.2217 (Corr) .00000 5.0000 .00000
Server.NumberBusy .83885 (Insuf) .00000 1.0000 .00000
Server.NumberScheduled 1.0000 (Insuf) 1.0000 1.0000 1.0000
Server.Utilization .83885 (Insuf) .00000 1.0000 .00000
Service Facility.Queue .38292 (Insuf) .00000 4.0000 .00000
OUTPUTS

Identifier Value

Service Facility Number 200.00

Service Facility Accum W 14167.

Service Facility Accum V 31037.

Service Facility Number 200.00

Customer . NumberIn 200.00

Customer.NumberQut 200.00

Server.TimesUsed 200.00

Server.ScheduledUtiliza .83885

System.NumberQut 200.00

Simulation run time: 0.20 minutes.
Simulation run complete.

Figure 11 Arena output for the simple queueing model.

the server was busy 83.885% of the time during the
simulation. The third portion of the output gives some
information that is accumulated through the simula-
tion. For example, Service Facility Accum W
and Service Facility Accum V give, respectively,
the total amount of waiting time and service time ac-
cumulated by all customers during the simulation.

It is interesting to note the close agreement of the
results shown in Figs. 7 and 11. For example, the av-
erage facility utilizations of 0.833 and 0.83885 and av-
erage service times of 151.43 and 155.18. This is due
to the relatively low variability of the system, where
(on average) customers arrive each 3 minutes and fin-
ish service in 2.5 minutes. On the other hand, the av-

erage queue sizes of 0.263 and 0.38292 show more
variability and the need for multiple runs.

IV. AN EXAMPLE IN DATA MINING

In this section we use the topic area of data mining
(see Dudewicz and Karian for more details) to show
how to incorporate in GPSS such critical aspects as:

1. Use of a desired random number generator
(rng) from the literature that has passed
extensive statistical testing

2. A fitted distribution (such as the generalized
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lambda distribution family) with generalized
bootstrap methodology.

A. The Problem

An appliance repair business receives requests for re-
pair service during an 8-hour business day and pro-
vides service by dispatching a repairman to the service
site. The four repairmen, each equipped with a van
that contains the necessary tools and spare parts, have
an agreement that stipulates that if a repairman is
available at any time during the day in which a service
call is received, then that service will be rendered
even if it requires working past the 8-hour work day.

From a review of business logs, the operator of the
business determines that the interarrival times be-
tween service calls is exponential with a mean of 35
minutes and service times (for travel and repairs) are
normally distributed with a mean of 175 min and a
standard deviation of 40 minutes.

The expenses associated with running the business
consist of a compensation of $150 per day to each re-
pairman (this includes salary and benefits, etc.), $50
per day for the operation of each van (this includes
amortization and repairs to the van), and $300 in
overhead expenses. Thus, the total expense incurred
per day is 150 X 4 + 50 X 4 + 300 = $1100. The
charges associated with a service call consist of an ini-
tial flat $15 fee plus $60 per hour for service time (in-
cluding travel time).

The business operator is particularly interested in
those circumstances where the daily cash flow is neg-
ative. Therefore, we are interested in determining the
frequency of the days in which gross receipts fall be-
low the $1100 expenses of that day.

B. The Simulation

To get some insight into the situation described in Sec-
tion IV.A, GPSS is used to simulate the operation of the
repair service. We now give a brief overview of the GPSS
program that models this business (given in Fig. 12).
Minutes are used as the time units for the simulation.

The initial portion of the program (lines 1 through
20) establishes necessary conditions and definitions
that will be needed in the simulation.

1. The RMULT statement of line 3 initializes the
seeds of the first two random number generators
that are embedded within GPSS (there are 8 such
generators in GPSS).

Simulation Languages

1 SIMULATE
2

3 RMULT 12345,12345

4 .

5 RPRMN STORAGE 4

6

7 EXPON FUNCTION RN2,C24

8 0,0/0.1,0.104/0.2,0.222/0.3,0.355/0.4,0.509/0.5,0.69
9 0.6,0.915/0.7,1.2/0.75,1.38/0.8,1.6,/0.84,1.83/0.88,2.12
10 0.9,2.3/0.92,2.52/0.94,2.81/0.95,2.99/0.96,3.2/0.97,3.5
11 0.98,3.9/0.99,4.6/0.995,5.3/0.998,6.2/0.999,7/0.9998,8
12

13 SNORM FUNCTION RN1,C23

14 0,-4/.00138,-3/.00621,-2.5/.02275,-2/.06681,-1.5/.11507,-1.2
15 .15866,-1/.21186,-.8/.27425,-.6/.34458,-.4/.42074 -.2
16 5,0/.57926,.2/.65542,.4/.72575,.6/.78814,.8/.84134,1
17 .88493,1.2/.93319,1.5/.97725,2/.99379,2.5/.99862,3/1,4
18

19 SRVTM FVARIABLE 40*FN$SNORM+175
20 CHRGE FVARIABLE 15+P1

21

22 1 GENERATE  35FN$EXPON

23 2 ASSIGN 1V$SRVTM

24 3 ENTER RPRMN,1

25 4 SAVEVALUE  DAYTAKE+,VSCHRGE

26 5 ADVANCE P1

27 6 LEAVE RPRMN, 1

28 7 TERMINATE

29

30 8 GENERATE 480

31 9 PRINT X

32 10 SAVEVALUE BAYTAKE,O
33 11 TERMINATE 1

34
35 START 1,NP
36 CLEAR
37 START 1,NP
38 CLEAR

.

L]

L]
133 START 1,NP
134
135 END

Figure 12 GPSS simulation of the repair service operation.

2. The RPRMN statement of line 5 establishes the

fact that there are 4 repairmen “in storage” (i.e.,
available for the simulation).

3. Lines 7 through 11 define the inverse distribution

function of the exponential random variable with
parameter 1 (this is done through the sequence
of 24 points, separated by “/”, taken from the
inverse distribution function of the exponential
random variable); lines 13 through 17 do the
same for the standard normal random variable.
This is a cumbersome way of generating
observations from a specified distribution and
more recent implementations of GPSS have
added features that simplify this process.

4. SRVTM (line 19), defined as a floating point

variable, is the service time that will be required.
The arithmetic operations given in this definition
transform the standard normal into the random
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variable specified by the problem. The charge
assessed on a given service call is defined in line
20 as CHRGE and consists of $15 plus P1 which
will contain the time required to render the
service (recall that this charge is $60 per hour or
$1 per minute).

The program of Fig. 12 has two executable seg-
ments: lines 22 through 28 and lines 30 through 33.
The first of these contains the principal logical flow of
the program. Following the arrival of calls at line 22,
with interarrival times that are exponentially distrib-
uted with mean 35, the service time required by that
call is computed and saved in P1 (line 23). Next, at
line 24, a request is made for one repairman from the
pool of 4 repairmen. If a repairman is assigned to the
task, then that service will be performed and the stor-
age location DAYTAKE is incremented by the charge
that is applied to this specific call (line 25). Line 26,
through the ADVANCE block models the passage of
time associated with the service call in progress and
upon completion of this service, the repairman is re-
turned to the available pool (line 27). Now the trans-
action, having completed its progress through the
model, leaves the simulation via the TERMINATE block.

The second executable segment of the program
produces a “dummy” transaction to manage some as-
pects of the program. This transaction arrives into the
simulation at time 480 (at the end of the 8-hour day),
prints the contents of all saved data (DAYTAKE, rep-
resenting the day’s gross receipts, is the only item rel-
evant in our case), and resets the value of DAYTAKE
to zero (line 32). Having done its work, it decrements
the termination counter of the simulation by 1 as it
leaves the simulation. The subsequent START state-
ment initializes the termination counter to 1 and
through the NP designation suppresses the usual vo-
luminous GPSS output. Since the termination counter
has 1 for its initial value, the “dummy” transaction
succeeds in shutting down the entire simulation.

So far we have the results of one day’s simulation.
Through the successive CLEAR and START statements,
the simulation is cleared of all its internal values and
rerun. It is important to note that when the internal
conditions within the simulation are cleared the seeds
of the random number generators are not reset, al-
lowing us to obtain the results of another day’s simu-
lation that is independent of the previous day’s re-
sults. Multiple repetitions of CLEAR and START can
provide results for any number of days. In this case
the CLEAR-START combination was repeated until
50 independent observations of the receipts for one
day were obtained.
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NON-ZERO FULLWORD SAVEVALUES: (NAME : VALUE)
DAYTAKE: 2166

NON-ZERO FULLWORD SAVEVALUES: (NAME : VALUE)

DAYTAKE: 2232
. .
. .
. .

NON-ZERO FULLWORD SAVEVALUES: (NAME : VALUE)
DAYTAKE: 2415

NON-ZERO FULLWORD SAVEVALUES: (NAME : VALUE)
DAYTAKE: 2330

Figure 13 Partial output of the program of Fig. 12.

The output of the program of Fig. 12 consists of a
sequence of values of DAYTAKE, the gross receipts for
one day. The results of the first and last two days are
shown in Fig. 13.

C. The Analysis

We begin our analysis by first looking at the net re-
ceipts (gross receipts minus the $1100 expense per
day) for the 50 simulated days; these are given in
Table I. We would like to find a model, if possible, for
this data.

A significant body of research and applications in
many fields (e.g., see the work of Karian and Dudewicz
in 2000 for references and details) has established
the four-parameter generalized lambda distribution,
designated by GLD(Nq,A9,A5,M4), as a family of dis-
tributions that can be fitted to data in a wide range
of circumstances. We now briefly describe the
GLD (A y,A9,A5,\4) family and show a frequently used
method of fitting a GLD(Aj,A9,A3,N4) applied to the
data of Table I. The process consists of computing the
mean and first four central moments of the data and
finding a GLD(A\;,A9,A5,M4) that has approximately
the same mean and first four centralized moments.
These data moments (/)\L], &2, &3, &4 (mean, variance,
skewness, and kurtosis) can be obtained through

Q) = X = Zl X;/n, (2)
&y = 6% = Zl (X; = X)*/n, (3)
Q5 = Zl (X, = X)/(n6”), (4)
ay = Zl (X; = X)*/ (n6"). (5)
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Table | Fifty-Day Results of the Simulation
1066 1132 967 791 865 286 842 1430 232 526
1082 1214 1050 1203 991 711 1142 852 650 1147
1363 967 1165 559 486 1334 675 903 1044 801
1125 857 1020 804 652 514 699 1259 35 701
408 702 634 715 575 969 652 841 1315 1230

The GLD family is most easily specified through its
percentile, or inverse distribution, function by

Ag _
Q(y)=>\1+u (12 ),OSySI. (6)

A major advantage of using the percentile function is
the simplicity it affords in generating random samples
from the distribution. The actual moments, oy, ao, &,
ay of the GLD of Eq. (6) are given by

oA = = A+ A/7\2, (7)
oy = 0% = (B— A%)/\, (8)
as = (C — 3AB + 24%) /(\3o?), (9)

ay = (D — 4AC + 6A%B — 3AY /(Nsc?),  (10)
where
A=1/(1+ X)) — 1/(1 + \y), (11)

B=1/(1+ 2\3) + 1/(1 + 2\y)

C=1/(1+ 3\s) — 1/(1 + 3\y)
— 3B(1 + 25, 1 + \y) (18)
+3B(1 + A, 1 + 2\y),

D=1/(1+ 4\s) + 1/(1 + 4Ny
— 4B(1 + 3\s, 1 + \y)
+6B(1 + 25, 1 + 2\y)

— 4B(1 + A5, 1 + 3Ny

(12)

(14)

and B(u,v) is the beta function given by

1
Bluo) = [ »' (1= 0" dxfor u, v> 0.
0
To obtain a GLD (\,A9,A3,\4) fit, we need to solve
the system of equations

a,=Q, fori=1,23, 4. (15)

Let us note that the A, B, C, and D defined in Egs.
(11)-(14) involve only A3 and A4 and are indepen-
dent of A\; and No. Consequently, the same is true for
the a3 and oy defined in Egs. (9) and (10). Thus, solv-

ing the system of equations in (15) can be reduced to
solving ag = Qs and oy = Q4 for A3 and N4 and then,
through appropriate substitutions, determining Ao
and \;. Since it is impossible to find solutions to the
simultaneous equations o = &3 and ay = &4 analyti-
cally, numerical approximations must be employed. A
comprehensive treatment of all these issues as well as
detailed tables for solving a5 = Qs and oy = Q4 can be
found in the work of Karian and Dudewicz in 2000.

For the data of Table I, through direct computa-
tion, we determine that

&, = 863.6600, dy = 93748.8647,
Qs = —0.3621, &y = 2.7913. (16)

The Ni,A9,A3,\4 can now be determined by using the
tables or, for greater accuracy, the programs provided
in the work of Karian and Dudewicz in 2000. Using
the latter, we obtain

A = 1039.9030, Ay, = 0.0007521,
s = 0.2665, N\, = 0.084462. (17)

A visual inspection of a histogram of the data of Table
I with the fitted GLD(1039.9030, 0.00075212, 0.2665,
0.08446) indicates that we have a good fit (see Fig.
14). This is substantiated when the quantitative mea-
sure given by the x* goodness-of-fit is computed by

0.0012 { /\
0.0008 |
0.0004 -
— ~
500 1000 1500

Figure 14 Histogram of the data of Table I with its fitted GLD.
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Table Il The x® Goodness-of-Fit Statistic

Observed Expected
Interval frequency frequency
(—oo, 490] 5 6.2757
(490, 660] 8 6.1755
(660, 785] 6 6.2548
(785, 890] 8 6.2171
(890, 9901] 4 6.3871
(990, 1090] 6 6.2686
(1090, 1200 5 5.8352
(1200, =) 8 6.5860

partitioning the data into the intervals indicated in
Table II.

The x? statistic, based on the chi-square distribu-
tion with three degrees of freedom, for the frequen-
cies given in Table II is 2.6468 and the corresponding
pvalue is 0.4493.

Once a GLD (N 1,A9,A3,04) model is established, we
can easily sample from this distribution by generat-
ing random, pseudorandom actually, numbers 7y, 7,

., 7, and substituting these for y in the GLD per-
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centile function given in Eq. (6). The quality of the
resulting sample will depend solely on the quality of
the random number generator that is used. Of the
many available generators we use the one labeled
URNZ22 in the 1999 work of Karian and Dudewicz.
This generator has been shown to do extremely well
when subjected to a cluster of random number gen-
erator testing routines (see Chapter 3 of Karian and
Dudewicz as above). The first 500 observations of a
sample of size 25,000, generated by using URN22
and Eq. (6), are shown in Table III. Although the
original data (Table I) produced by the simulation
contained no negative values, we can see from Table
III that the model suggests a number of negative cash
flow days—we observe 5 in the first 500 days given in
Table III.

From a sample of 500 observations, in which 5 show
a negative cash flow, one would estimate the probabil-
ity of a negative cash flow as p5oo = 5/500 = 0.01. An
approximate 95% confidence interval for the proba-
bility p of a negative cash flow would be (see Dudewicz,
Chen, and Taneja, equation [8.4.5])the interval

0.01 = (1.96)V0.99 = 0.01 = 0.0087,

from which we would conclude with 95% confidence
that p is between 0.0013 and 0.0187.

Table Il The First 500 Observations of a Sample of Size 25000
1072 851 789 864 1131 587 886 933 301 1010
920 681 910 1012 692 712 1128 859 694 1290
899 1225 683 223 731 1186 941 1036 1049 824
1287 630 1722 659 460 959 1026 356 1159 639
981 850 456 598 328 496 530 1203 751 947
418 1002 1007 912 845 875 855 1200 —86 484
643 1163 910 804 1103 910 858 1205 332 707
949 1209 1018 769 588 928 1659 1089 835 858
1234 879 1021 286 860 908 349 1090 321 1251
1265 1104 1237 612 628 1023 1030 313 931 756
372 846 725 440 493 609 1267 1075 1347 956
811 133 403 1365 918 1163 814 726 874 108
1096 933 971 869 794 635 1162 714 1133 408
1136 1207 101 736 1022 477 1206 1145 639 923
621 828 1231 964 1273 684 899 948 470 944
442 233 527 769 494 847 316 720 1052 1009
994 781 1295 609 756 1346 735 1100 1037 1409
1180 450 1055 1139 695 777 1209 493 1056 1029

(continues)
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Table Wl  (continued)
796 588 784 590 1061 1194 787 670 1283 965
1082 596 396 502 1355 1288 1051 997 1501 869
685 884 716 1276 343 -73 880 978 1142 1093
929 827 598 735 1128 884 1215 970 182 1166
1072 1388 796 906 876 406 597 902 1247 1178
856 708 669 470 1253 1195 936 65 1390 1060
215 1190 1074 1308 1043 746 1251 914 1414 397
916 866 1153 374 995 725 965 823 651 671
1283 754 912 1217 593 974 1129 506 551 939
1104 568 648 989 681 649 589 1160 721 906
692 1130 570 1136 671 640 173 784 968 1145
—33 760 1283 413 362 898 933 1049 1208 731
903 504 831 969 962 1068 859 547 575 1015
987 693 1330 642 196 1178 1095 929 994 984
428 840 1033 1142 640 710 1437 296 1071 488
1191 758 1260 1281 343 1049 1001 729 1250 827
737 1226 925 654 473 1183 1281 1356 1057 1171
451 362 446 1292 1113 926 745 817 654 1397
270 956 672 903 758 1224 738 722 786 262
898 967 853 1169 1129 851 1121 450 936 1218
580 1021 983 1175 373 844 414 714 1235 462
1175 809 1061 1103 794 878 852 1036 828 765
599 128 855 475 949 308 549 930 1266 826
771 1038 1254 730 1235 596 1194 949 1048 1039
1109 719 1169 185 1274 766 748 677 937 1068
457 1211 1298 1185 648 688 1196 711 863 1130
792 629 961 1150 716 1145 623 864 1105 834
66 581 1378 518 738 527 1085 —110 123 639
1014 535 1028 274 1177 1012 1006 628 1027 969
951 360 1360 1250 710 410 835 1268 808 471
892 969 1042 475 1030 —44 847 1053 574 767
472 475 820 1175 1369 436 963 1481 1100 1364

From our total sample of 25,000 observations, one
can pin down p more accurately. In these samples
there were 80 negative cash flows, so p would be esti-
mated by o500 = 80/25000 = 0.0032. Note that this
is in the interval obtained from the 500 observations,
which extended from 0.0013 to 0.0187. Now we can
conclude that with 95% confidence p is in the interval

0.0032 + 1.9 [2:0032(1 = 0.0032)
95000

= 0.032 = 0.0007,
i.e., between 0.0025 and 0.0039.

Note that if we had restricted ourselves to the orig-
inal data, we would have been misled into thinking
that negative cash flows would not occur at all (as
there were none in the data of 50 days in Table I). To
illustrate what would happen with the “real” simu-
lated system upon continued simulation, we extended
the GPSS simulation of Section IV.B to 250 days (see
Table IV) and found 3 days in which there was a neg-
ative cash flow, giving us an estimate of p of pg =
0.0120 and an interval on p between 0.0000 and
0.0255. This is consistent with a p between 0.0025 and
0.0039 as shown by the fitted GLD model.
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Table IV 250-Day Results of the Simulation
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1066 1132 967 791 865
1082 1214 1050 1203 991
1363 967 1165 559 486
1125 857 1020 804 652
408 702 634 715 575
710 1107 904 866 409
1040 —360 647 761 1003
273 760 206 1171 1015
593 897 343 1059 1144
967 1038 1039 960 1102
1172 1138 757 1120 1227
395 662 406 1177 1126
1207 1418 914 1045 1213
1112 1121 1128 1170 1053
906 1250 881 381 1257
1100 41 1204 917 1131
970 —4 1069 1140 917
1254 816 1052 646 980
1433 1054 1198 1155 600
559 832 947 781 283
867 1009 891 803 1024
649 1269 757 701 1071
1048 1226 938 999 1070
1240 1308 1089 1004 1174
1336 840 1179 1010 953

286 842 1430 232 526
711 1142 852 650 1147
1334 675 903 1044 801
514 699 1259 35 701
969 652 841 1315 1230
1044 750 1254 1130 1191
874 1152 1146 875 1175
463 752 1266 940 345
910 791 1010 616 1644
1396 573 1159 1097 1185
1114 573 1059 1186 1002
1530 722 1275 813 912
976 1235 1003 558 882
661 1090 402 369 976
—85 976 1211 569 1399
926 1080 1021 1138 1322
1042 666 1259 758 302
231 878 1358 642 1418
1074 1238 1348 707 938
1078 1223 765 752 478
548 528 1065 1287 824
684 1412 1049 613 1213
1141 988 789 720 987
1122 1199 664 1429 1322

78 1155 497 1337 619

SEE ALSO THE FOLLOWING ARTICLES

Continuous Simulation ® Data Mining ® Discrete Event Simula-
tion ® Monte Carlo Simulation e Software Process Simulation
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[. INFORMATION TECHNOLOGY AND SOCIOLOGICAL
RESEARCH

[I. INFORMATION TECHNOLOGY AND THE PROFESSION OF
SOCIOLOGY

GLOSSARY

CATI operation (computer assisted telephone inter-
viewing) Assists with data collection both in terms
of sampling (either from lists or by random digit
dialing and automated call back) and in conduct-
ing the interview. The questionnaire is read from a
computer screen, and respondents’ answers are en-
tered as the interview progresses. Thus, data are
entered as they are collected, decreasing both the
time required to ready data for analysis and in-
creasing data quality through automated data
checking.

content analyses A method of social science research
in which the content of communication (text, ver-
bal, visual) is systematically recorded and analyzed
to determine the intentional and implied patterns
of meaning.

participant observations Also called “field observa-
tions” or “field study,” a method of collecting social
science data by directly observing the people un-
der study, in their natural environment. The ob-
servations are recorded for subsequent analysis.
The level of actual participation varies from dis-
creet observation (ie in public places), to actually
participating in activities, with the identity of the
researcher fully disclosed.

population representation Social science attempts to
know and understand a group (society, commu-
nity, organization) by selecting and studying sam-
ples drawn from populations of interest. In order
to generalize conclusions drawn from analyzing a
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[ll. THE TEACHING OF SOCIOLOGY VIA INFORMATION
TECHNOLOGY
IV. CONCLUSION

sample back to the entire population from which
the sample was drawn, the sample must be consid-
ered representative of that population. Random
sampling techniques produce samples with the
greatest likelihood of being representative of the
population.

The nexus of SOCIOLOGY AND COMPUTERS is com-
plex and interactive. The discipline has a long and
storied history of examining the nature and impact of
information technology, and yet increasingly relies on
that very technology in both research and instruc-
tional missions, and for its own discourse.

This article examines each of these spheres: (1) in-
formation technology and sociological research,
(2) information technology and the profession of so-
ciology, and (3) the teaching of sociology via informa-
tion technology. Each, of course, is worthy of extended
treatment, and thus this article is merely an introduc-
tion to these areas of profound complexity. It is a
broad stroke and should not be considered definitive.

I. INFORMATION TECHNOLOGY AND
SOCIOLOGIGAL RESEARCH

While some founders preceded, the discipline of so-
ciology is predominantly a 20th century development.
Most importantly, however, almost all of its major
theoretical work was conceived prior to the introduc-
tion and diffusion of computing. As such, there is a
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primordial alienation between sociological theory and
the heavily computerized practices of its current re-
search programs. This is not inconsequential.

All research involves the collection and analysis of
data, and computing has had a substantial affect on
both of these elements in almost all sciences, includ-
ing sociology. Sociology has often distinguished be-
tween different types of data collection and different
types of data analysis, with the conspecific presump-
tion that there are different types of data. Regardless
of the conceptual merits of these distinctions, they
are manifestly “real in their consequences,” and thus
will be treated here as such.

A. Data Collection and
Information Technology

The two major types of sociological data are primary
and secondary. Primary refers to the initial and origi-
nal acquisition of data. Secondary refers to the acqui-
sition and or assemblage of data collected previously,
generally for another purpose. A new observation as
in coding the violence content of newspapers or other
media, observing children’s actions on a playground
or in a classroom, or a new survey are good examples
of primary data; the grouping of previously recorded
observations or the use of national data sets such as
the census are examples of secondary data. Comput-
ing and information systems have revolutionized both
primary and secondary research in sociology.

1. Primary Data Collection

The major kinds of primary data collections in soci-
ology are surveys, observations, participant observa-
tions, and experiments.

a. SURVEYS

Computing and information technologies have had
the most visible impact on surveys. While the use of
technology in sociology dates back to the unit record
devices of the 1940s and 1950s (worked on one card
at a time; sorter/counters, accounting machines, and
calculating punches), the wide diffusion of the tele-
phone has enabled highly representative surveys with-
out ever contacting respondents in “face-to-face” situ-
ations, and the increasingly ubiquitous presence of
digital systems has substantially quickened the pace in
which these can occur. Moreover, special software pro-
grams which link computers to telephones have made
possible computer assisted telephone interviewing
(CATI) that is highly standardized, therein reducing
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interviewer effects and bias, and in which responses
are immediately entered into the computer, thereby
quickening data turnaround, as well as decreasing the
incidence of errors associated with coding and enter-
ing data recorded on paper questionnaires. The near
classic original text on these procedures is Don Dill-
man’s Mail and Telephone Surveys from 1978, but the
advance of computing and information systems in the
last 20 years has necessitated a very substantial revi-
sion to address, among many other issues, the prob-
lems of answering machines, voicemails, and call
blocks. Still, even this update cannot anticipate the in-
creasing saturation of cellular telephones. Almost all
surveys presume a “stationary” respondent, who is one
“in place.” Telephone surveys are no different, the
presumption being that the number one is calling is
a residence (or business), and that the person an-
swering will be situated at their home or business.
The cellular telephone invalidates this presumption,
and the respondent’s “place” may be their car, gro-
cery store, or movie theater. In a time in which re-
sponse rates have been steadily declining, the impact
of this mobility is unknown, but the suspicion persists
that this may affect the generalizability of sample data
to the extent that members of particular demographic
groups are less likely to respond than others. Cer-
tainly at risk is the undivided attention of the respon-
dent; substantial issues of data reliability are in force
when the respondent is being queried while driving
in downtown commuter traffic, or deciding between
lamb and salmon at the butchery. What technology
gives, it also can take away. Regardless of these issues
the cost of a CATI operation is relatively affordable
and many universities have at least a small setup for
applied research and research by students and faculty.

More traditional face-to-face surveying techniques,
as well as mailed questionnaires, have also been im-
pacted by computers and information systems. Com-
puters have played important roles in formatting in-
struments, and the speed with which data can be
entered has substantially increased the amount of in-
formation that can be requested. Prior to computing,
longer instruments were impractical because of the la-
borious task of tabulating data. With computers, data
entry (and necessary verification) is much, much
quicker. Computer technology also makes it possible to
enter and analyze longer open ended responses in
greater detail. As a result, instrument length is now al-
most solely constrained by either the issues in question,
or by the patience and forbearance of the respondent.

Of course, the combination of fast and inexpensive
computers and Internet access has given rise to the
Internet survey. Most frequently used in marketing re-
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search in which samples representative of the popu-
lation at large are less important than samples repre-
senting targeted groups with disposable income, this
survey method is nevertheless becoming more com-
mon in the social sciences. In some studies, popula-
tion representation is not an issue, as in Heise’s 2001
study of affective meanings in a variety of cultures
which relies on surveying “cultural experts,” in this
case college students, rather than a cross section of a
population. Other examples include studies of popu-
lations difficult to reach using standard random sam-
pling techniques, such as Buxton’s 2001 study of how
bisexual men and their heterosexual wives maintain
their marriages. Research is underway that examines
the suitability of using Internet survey methodologies
for collecting data generalizable to populations in the
more traditional sense. The most notable of these is
the Survey2000 project, an Internet survey focusing
on questions of mobility, community, and cultural
identity fielded by Witte et al. Over 80,000 respon-
dents from 178 countries were surveyed via the Na-
tional Geographic Society’s home Web site. The au-
thors compared the characteristics of U.S.
respondents with those in other nationally represen-
tative surveys (General Social Survey 1996 and 1993)
and Census Bureau statistics, and their results docu-
ment what critics of Internet surveys have suspected:
Internet users differ demographically from the gen-
eral population. The findings show that the Internet
sample is younger, better educated, and contains a
higher percentage of males and a lower percentage of
racial and ethnic minorities than occur in the popu-
lation. It should be noted that the authors plan a sec-
ond data collection effort, which will include both an
Internet survey and a standard telephone survey us-
ing the same instrument. This effort will no doubt
add much to our understanding more precisely prob-
lems of sampling bias in Internet surveys, as well as
generate much discussion on the future promise of
Internet-based data collection techniques in the so-
cial sciences.

b. QUALITATIVE RESEARCH

Other forms of primary data collection include
field observations, participant observations, and con-
tent analyses. Though different, these techniques are
often grouped together under the rubric “qualitative
research.” In qualitative research, the focus on com-
puting and information systems has been primarily
concerned with issues of data analysis, which will be
addressed shortly. Some researchers are beginning to
make use of hand held computers for field notations,
or cellular phones for linking multiple investigators
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in real time, although analyses of these methodolo-
gies are not yet well examined in the sociological lit-
erature. Nor is there any discussion of the promise of
what these two technologies offer when they become
one device, perhaps further augmented with digital
cameras and powerful directional microphones.

c. LABORATORY RESEARCH

Experimental studies, though the least common in
sociology, have had a much longer and more intimate
connection with information technologies than other
research methods. Likely, one of the first major integra-
tions of information technology and sociological re-
search is Richard Emerson’s small groups laboratory at
the University of Washington (circa 1975). Here, CRT
terminals were linked to a mini-mainframe. Today, of
course, similar labs are PC environments, much faster
and more capable. These research environments involve
a complex integration of audio and video feeds, real-
time computer analysis, and very advanced program-
ming assistance. In many situations, real interactions are
recorded, mapped, and analyzed; in others, computer
simulations provide both the context and actors.

One can imagine the rapidity and intensity of
“events” in a six-person exchange scenario. The per-
mutations of discourse, i.e., actor A speaks to B, B re-
sponds to A, but C and D interrupt and over speak to
A, while E addresses C and F just sits glumly, looking
derisively at everyone else . . . all in 15 seconds, are in-
finite and quick. Video and audio record these occur-
rences; but without computers, analysis is very labori-
ous, if not impossible. Because the actors produce far
more data than most tests require, the problem of edit-
ing is significant. Acute software programs, including
those customized by the researcher, allow analysis of
targeted data amid all the “noise” of interaction.

Much of this laboratory work revolves around is-
sues of “power in social exchange networks,” though
other studies examine gender influences and styles of
interaction, racial sensitivities, and social-sexual nego-
tiation to name but a few. Indeed, almost any micro
sociological issue can be “brought into” the lab, and
in so doing, a clarity of behavior can be realized that
real-life scenarios often will not permit. While the
problem of “artificiality” is always present in such lab-
oratory designs, the use of elaborate information sys-
tems—and the management that they require—pro-
vides a tantalizing counter to this weakness.

2. Secondary Data Collection

All of the above are examples of primary research meth-
ods. Computing and information systems have had a
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major impact on secondary data collection as well. The
term “collection” is perhaps inappropriate for sec-
ondary data, simply because “secondary” requires that
the data are already “collected.” A better term is coor-
dination, or organization, implying how data are as-
sembled, grouped, and analyzed. As more and more
information is collected on individuals, products, arti-
facts, and organizations, there is an ever-increasing
overlap of context between two or more datasets, and
very often, an actual linkage of discrete variables at a
variety of levels of analysis, such as firms, cities, or even
individuals. While there is considerable public and po-
litical concern over the increasing availability of data
about individualsis, and the abuses that may prevail,
there is also widespread agreement in the social scien-
tific community that these many datasets offer a trea-
sure trove of opportunities for important research.
Secondary analysis has existed since the early years
of sociology, such as Durkheim’s classic analysis, Sui-
cide, first published in 1897, but it is only since the full
development of computerized records that it has
achieved a pronounced robustness. It remains the
principle research methodology of economics and is
an increasingly important source of data used in so-
ciological research. Basically, secondary analysis in-
volves either single data sets or multiple data sets. The
classic single data set is the U.S. Census, though even
here there are a multitude of large files. As more and
more companies, agencies, and governments have
computerized their records, there is an increasing
trove of data available for secondary analysis. Some
large data collection efforts were designed specifically
for the purpose of providing reliable secondary data,
collected from nationally representative samples, for
use by the social scientific community. Examples in-
clude the national attitudinal surveys, the General So-
cial Survey, an attitudinal survey conducted annually
by the National Opinion Research which is affiliated
with the University of Chicago; the National Election
Studies, national surveys of the American electorate
in presidential and midterm election years done by
the Institute of Social Research at the University of
Michigan; and the National Longitudinal Surveys con-
ducted by the Center for Human Resource Research
at The Ohio State University. Principal investigators
of individual research projects have long made their
data available for use by the research community, fre-
quently by contributing their data to archives, and
this donated data made available for other research
purposes is therefore another important source of
secondary data. Examples of such archives include
the Inter-University Consortium for Political and So-
cial Research at the University of Michigan (ICPSR:
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http://www.icpsr.umich.edu), the Social Science
Database Archive housed at California State Univer-
sity in Los Angeles (SSDBA: http://ssdba.calstatela.
edu) and the Henry A. Murray Research Center at
Radcliff College (http://www.radcliffe.edu/murray/),
which archives both qualitative as well as quantitative
data. By far the most comprehensive, the ICPSR is the
closest we have to a national social science data archive
in the United States. It is a consortium of member in-
stitutions, which include all the major universities in
the United States and Canada and many universities
throughout the world. The ICPSR data holdings serve
a broad spectrum of disciplines including political sci-
ence, sociology, history, economics, demographics,
gerontology, public health, criminal justice, educa-
tion, international relations, business, and education.
Over 45,000 data files are included in the ICPSR in-
cluding the General Social Survey, the American Na-
tional Election Studies, U.S. Census data from 1790 to
the present, the World Values Survey, Current Popu-
lation Surveys, the Panel Study of Income Dynamics,
U.S. election returns from 1788 to the present, the
Monitoring the Future Surveys, the National Survey
of Black Americans, National Crime Victimization sur-
veys, the Household Survey on Drug Abuse, and the
National Health Interview Surveys. The ICPSR also
provides a variety of services to the research commu-
nity and is a leader in training in quantitative analytic
techniques through its Summer Training Program.
Having repositories for data is exceedingly impor-
tant. Nearly as important is the ease of access to those
data. Prior to the expansion of the Internet, identify-
ing and accessing useful secondary data typically took
a series of months, involving perusing printed cata-
logs, ordering data on magnetic tapes, and once the
data arrived, going through a laborious process of ex-
tracting the data and downloading it to a local main-
frame system. Now, those catalogs have been replaced
by search engines and magnetic tapes with CDs or
files downloaded from a Web site. Currently the di-
rection is to download directly, cutting the data ac-
quisition time to the limits of the connection speed,
minutes or hours not days. This is exemplified by the
new direct service of the ICPSR (http://www.icpsr.
umich.edu/OR-PUBLIC/direct-access.html) and the
similar download facility of the Social Science Data
Base Access of the CSU (http://ssdba.calstatela.edu/).

B. Concatenation and Linking

The real power of computing and information sys-
tems for secondary analysis comes into play with mul-
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tiple data sets. Here, there are two kinds: concatena-
tion and linking. Concatenation is the simple process
of adding more records to a data set, while linking
adds more variables to the data set. If, for example,
you had yearly attendance figures for seven schools,
and then added similar records from three additional
schools, you would have concatenated the data set.
On the other hand, if you incorporated the atten-
dance records of children from seven schools to juve-
nile arrest records in their respective counties, then
you would have “linked” the two data sets.

Relational databases allow researchers to link
records contained in different data files and are really
only practical in a sophisticated information technol-
ogy environment. Absent of computers, and solid soft-
ware, the task is simply too cumbersome and expen-
sive. There are two ways to link computerized records.
The easiest, and most accurate, linkage occurs when
there exists a single, common identifier, or “key,”
across two or more datasets which contain data on the
same units (i.e., individuals, schools, counties, etc.).
The most common example of an individual identi-
fier is the social security numbers, although data made
available to the research public use arbitrary identifi-
cation numbers assigned to case records to protect
the privacy of the respondents. A second way to link
records, when unique identifiers are not available, is
by finding patterns across several variables that in-
creasingly affirm one individual, or unique record.
Here, if we can identify the gender, race, age, and ed-
ucation of one individual in a data set and match
them with a person of exactly the same characteristics
in another data set known to contain data on the
same individuals, there is a modest probability that
they are the same individual. If we can also add their
names to these identifiers, we increase the probability
that they are the same individual.

Of course, this all sounds so simple. Yet, it is not.
Among the many problems with data linking is in-
compatibility of hardware, operating systems, and
software. Succinctly, if one type of computer is pow-
ered by an Intel processor, and another by Motorola,
then the computers are hardware incompatible, and
thus data from one machine cannot be read by the
other. Hardware incompatibility is almost always asso-
ciated with incompatibility of operating systems and
firmware, as in the Macintosh operating system being
incompatible with IBM. These are becoming less
salient, however, as statistical, database, and spread-
sheet software increasingly allows users to save files in
a variety of standardized formats, easing their transfer
across different systems. Increasingly, however, re-
searchers confront “upward incompatibility,” as cur-
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rent generations software (and in some cases, hard-
ware) no longer read or access data in older file for-
mats of storage media. With regard to software, most
programs will read at least a few versions back, but
eventually, data which have been archived for a long
time may not be easily accessible if stored in an obso-
lete format. Generally, this problem is solved by stor-
ing data in simple formats (i.e., text files). The prob-
lem with obsolescence of hardware on which files are
stored is still more difficult to overcome—few com-
puting systems, even at large universities, still main-
tain functional hardware capable of reading the mag-
netic tapes or the even older punch cards so prevalent
not much more than one or two decades ago (this is
of course the same issue as that record collectors have
with 78, 45, and 33 LP records).

Despite the technical challenges, secondary analy-
sis of multiple, and often linked record, databases af-
fords the sociologist tremendous access to informa-
tion that was largely unavailable 25 years ago. As
computers and information systems expand, both to
different organizations and groups within the U.S.
and to additional countries, this data resource will
take on even greater promise and utility. Given the
problems of response rate with surveys, it is entirely
likely that most sociological research will soon be
grounded in the secondary analysis of large, linked
databases, mimicking the “big science” so characteris-
tic of physics and the marketing research of large
business.

C. Data Analysis and Computing

The major advances in sociological data analysis have
all depended on computers for capacity and speed,
and software for ease of use. Today, most sociological
research involves one or both of these innovations.
Sociology often distinguishes between “quantitative”
analysis and “qualitative” analysis, the former charac-
terized by statistical applications and mathematical
modeling, the latter by textual and contextual analy-
sis not subject to statistical and mathematical treat-
ments. Both, however, are increasingly informed by
computers and software.

Statistics, used in quantitative analyses, is a basic
tool of a modern social scientific enterprise tradition-
ally requiring a high degree of mathematical training
and a great deal of time in making computations.
This substantially restricts the use of statistical tech-
niques to a very few well-trained analysts working with
quite small datasets. In the early 1960s, to compute
and verify a simple Chi Square for a crosstabulation
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(a commonly used statistic for that time) took a knowl-
edgeable individual at least 2 to 3 hours. Computers
and statistical software programs completely changed
this equation and a typical Chi Square for a table can
be calculated almost instantaneously by modern com-
puter applications. There are a number of statistical
applications used by sociologists (SPSS, STATA, SAS,
MINITAB, LIMDEP, etc.) but for historical reasons
SPSS remains the major choice of sociological analy-
sis, although SAS and STATA are also widely used.

Computers permit the storage of a great amount of
information, and the means for organizing and ana-
lyzing this information. Complex statistical interpre-
tations, such as event history analysis or qualitative
analyses facilitated by software such as Nudist, are sim-
ply impossible absent of advanced computing. No in-
novation has so changed the power and prospect of
sociology as has computing.

Il. INFORMATION TECHNOLOGY AND
THE PROFESSION OF SOCIOLOGY

While there are many studies of computer-based teach-
ing and testing in sociology, and a solid empirical lit-
erature dating back to the 1970s, there is little em-
pirical evidence on the use of information technology
by sociologists qua sociologists. Sociology, as with all
sciences, is fundamentally a collaborative endeavor,
typically involving two or more principal scientists,
distant consultants and colleagues, technical and sup-
port staff, and student research assistants. On some
larger studies, upwards of 30 e-mails a day may be re-
ceived on that project alone, with each requiring a re-
ply. Correspondence, questions, data transfers, and
budget issues that used to take weeks to traverse are
now completed in minutes, and the construction of
listserves and other “groups” has greatly expanded
the network of colleagues. This collaborative effort is
very similar for all sociologists with active research
programs, and indeed, all such scientists.

A. Anecdotes, Not Data

The aforementioned observations are, at best, anec-
dotal and do not speak at all to the more mundane
uses of technology by sociologists—routine commu-
nication. The American Sociological Association pro-
motes some of this by providing the e-mail addresses
of sociologists grouped by their areas of interest, e.g.

Sociology

Research Methodology, Social Psychology, Theory,
etc., but this is only for those who are members and
join special interest groups. Also, for $60 members of
the ASA can access archived American Sociological
Review and other ASA publications online. Whether
or not sociologists only marginally invested in their
profession would enroll in these features, or the ASA
itself, is an open question, and we have no empirical
data on the extent of use by those who are enrolled.
Still, the twin functions of speed and capacity that de-
fine all computer-based functions are offered in these
realms as well.

The now ubiquitous e-mail offers promise for
quickly expanding and accelerating communication
within departments of sociology, though as with all or-
ganizations, there are latent functions at work here of
some concern. Collegiality has often been preserved
not by the presence of communication, but rather by
its absence. Ill-formed opinions that used to languish
for lack of a fast means of delivery are now routinely
vented as they are prematurely conceived, perhaps
with no more attention to writing well than thinking
well. The close study of e-mail communication on the
fragile bases of “working relationships” has not been
studied, but the oftrepeated anecdotes—perhaps be-
cause they are anecdotes—bespeak confrontations
and reputational injuries far more often than sup-
portive endorsements in sociology, and elsewhere.

B. Home Computiny

As elsewhere, sociologists have taken their profes-
sional technologies home, so that not simply the shel-
tered acts of scholarship are accomplished outside
the office or lab, but the very business of the office
and lab as well. Access to computing, data sets, statis-
tical packages, and the like are not restricted to cam-
puses any more. Small computers have very large ca-
pacities and powers, and the sociologist who wishes
can access data, arrange it, and analyze it all from lo-
cations remote from the campus, the lab, or the firm
and then communicate findings and questions quickly
and easily to colleagues any place where they, too,
have Internet access. As such, for sociology as a pro-
fession, “virtual” describes not just a classroom, but
the office, lab, library, and university, itself. Several in-
teresting questions can be fashioned out of this po-
tential, superficially about how much “work” is done
by sociologists in this virtual network, and more deeply
regarding productivity and the quality born of such a
virtual profession.
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lll. THE TEACHING OF SOCIOLOGY
VIA INFORMATION TECHNOLOGY

Just as with most disciplines, sociology has entered an
era of teaching enhanced by information technology.
These enhancements range from use of technology in
traditional classroom presentations and a modicum
of student exercises and assignments that are facili-
tated by IT, to the complete integration of technology
in the form of a “virtual classroom.”

A. Technological Imperative

There is no evidence that either instructor or student
dissatisfaction has driven the use of technology in the
classroom. Rather, it appears that the existence of the
technology has promoted its use—the classic “techno-
logical imperative” and, it should be noted, an evident
hope on the part of higher education officials that this
technology will provide discernible cost-savings.

After the use of presentation tools, the most com-
mon use of informational technology for teaching is e-
mail. Typically, instructors give students their e-mail ad-
dress and students can “mail” queries to the instructor
regarding assignments, examinations, and term papers.
In this way, an office-hour dialogue is created between
the student and professor, even though it is discontinu-
ous. At present, there appears no systematic large-scale
study of this “virtual office hour,” regarding its preva-
lence, effectiveness, or efficiency. Anecdotal evidence
suggests it is ubiquitous, but not especially dense with
activity. Some students engage professors in this way, oc-
casionally with much correspondence, but most do not.
Perhaps the next most common use of IT in the soci-
ology classroom is the construction of course or in-
structor homepages in which syllabi, assignments, and
other informational material is archived. Students can
access these materials via the Internet at their leisure,
provided their leisure is not too far from assignment
due dates. Scanning technologies, which can input text,
graphs, pictures, and even videos quickly, have greatly
enhanced the kind of material that can be readily stored
on these homepages. There is very little systematic evi-
dence regarding these homepages of either a qualita-
tive or a quantitative nature. Some are wondrously elab-
orate, most appear to be “under construction,” and
there is no information on the extent to which faculty
access the homepages of colleagues—either at “dis-
tance” or their home institution, let alone the extent to
which students visit the sites of distant faculty.

127

Newer applications of IT technology center on “ac-
tive learning” assignments for students. In contrast to
uses of technology that simply offer more sophisti-
cated media for presentation and communication,
technologically based active learning techniques show
promise in facilitating learning experiences difficult to
achieve without technological resources. Examples of
these uses include individual assignments using tech-
nology to conduct empirical analyses, complex
searches, and student created Web projects. Some
teachers are beginning to design in-class projects
where students create and solve problems using net-
worked computers in the classroom. Thus, students
actually participate in creating the content and some-
times the topic and structure of the classroom experi-
ence. This teaching technique is not yet ubiquitous, as
it requires rather different teaching skills from the
more typical lecture method, as well as skills in the use
of technology, but it is likely that these practices will
become more widespread in the future. To date, the
relationship between teaching and technology has not
been an active area of study by sociologists. Indeed,
the entire arena of technology enhanced teaching at
the collegiate level seems ripe for exploratory research.

B. Smart and Virtual Classrooms

The aforementioned technologies are somewhat dif-
ferent than the construction and use of “smart” and
“virtual” classrooms. Smart classrooms are ordinary
university classrooms augmented by informational
technologies. Robert Wazienski in 1998 found that
only 24% of sociology department chairs reported
their students had access to computer technology in
the classroom; there was no mention of frequency of
use of this technology. This, of course, is different
than the provision of computer-heavy lab facilities,
where almost all sociology programs offer access to
students. Rather, it reflects the integration of IT into
“ordinary” classrooms typically using a lecture format.
Technologies here may include networked computers
(wireless portable labs is a current technology used in
some classrooms) with Internet capability, projection
technologies for “Power Point” and other types of
media-enhanced presentations, access to digitized
maps (GIS), and data (e.g., GSS attitude questions or
NES party affiliation) and films allowing “searchable
teaching”—e.g., when the instructor is discussing an
issue such as global trade between Europe and Latin
America, a student may ask about the Mideast and
Australia, and data can be brought up immediately to
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examine that variant. With computer facilitated classes
active learning and problem solving can done in groups
using Web and library sources. The Social Science Re-
search and Instructional Council of the CSU with Pro-
fessor Ed Nelson of the Sociology Department at Cali-
fornia State University, Fresno, and Dr. James Ross of
California State University, Bakersfield, have consider-
able expertise in these matters and offer online docu-
mentation (http://www.csubak.edu/ssric/ and http://
www.csub.edu/~jross/projects/infocomp,/) and regu-
lar workshops throughout California for faculty inter-
ested in integrating IT into the classroom.

The virtual classroom is yet another development
made possible by computing technology. It allows stu-
dents to participate in learning, using networked com-
puters, from a variety of locations, including a univer-
sity campus, home, or even work. The virtual classroom
(VC) differs substantially from the smart classroom
(SC) and traditional classroom (TC), most notably be-
cause the virtual classroom is fully disembodied with
its “location” being an electronic network, not a phys-
ical place. The major use of the VC has been in “dis-
tance education,” providing opportunities for students
to take collegiate classes when their location is far
from university campuses, or just because physical at-
tendance would be inconvenient. The VC is different
from other distance education modalities, such as in-
structional television, or “classes by mail,” though it
shares with them the eschewment of “face-to-face” in-
struction. Typically, the virtual classroom makes ex-
tensive use of computer-mediated communication sys-
tems and linking software that creates an independent
but course-paced learning environment for students.
There is much data on this at the secondary school
level, far less at the collegiate level. The best empirical
study of the virtual classroom in sociology was by Hiltz
and Meinke in 1989. They found only small and in-
consistent learning and enjoyment differences in a
comparative study of VC and TC sociology courses.

IV. CONCLUSION

Sociology is much impacted by information tech-
nologies, primarily in the scope and complexity of its
research endeavors, but also in the manner of its
teaching and the ways in which sociologists work. Still,
for a science that has studied technology for so long
and productively, we have not turned our research at-
tention to the present, or inward to our use of tech-
nology in research and teaching. Information tech-
nology offers the promise for, and anecdotal evidence
of, substantial change in the manner, speed, and com-
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plexity of human interaction—including that of soci-
ologists in all their professional roles—and, yet, we
have little research on this at this point.

With information technology, we are involved in
“the present of things future,” for capacity is a con-
cept that defines us in the moment. New technologies
will afford us different opportunities, just as they
sweep away things upon which we have often relied.
The very floating stations of communication which
free sociologists from the rigid places of the lecturn,
offices, libraries, and labs will also free our students
and subjects—other men and women—such that we
will not so readily find them by traditional survey tech-
niques. As teachers, we were principally just that, and
gave no concern to constructing, maintaining, or
cleaning the classrooms in which we lectured and ca-
joled. In the virtual classroom, indeed in just the smart
classroom, architecture, engineering, and custodial
care become the instructor’s responsibilities as well
and the teaching process becomes very dynamic.

In all that defines the work of sociology, much ap-
plies to technology. Issues of stability and change, the
evolution and actions of networks and groups, the dif-
ferences of access and allocation, and the implica-
tions for human interaction and order are all at play
with regard to information technology. This is also
true of sociology itself. Do different information tech-
nologies impact—and promise to impact—different
sociological activities (i.e., research, teaching, com-
munity involvement, etc.), and do differing types of
sociologists engage these impacts correspondingly?
And, if so, which social structures and forces mediate
these differences?
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GLOSSARY

Business Software Alliance (BSA) An industry trade
group working to eliminate piracy worldwide.

copyright A legal mechanism whereby the creator of
a work is permitted to control its dissemination
and use.

softlifting The illegal copying of software, in viola-
tion of a copyright, for the purpose of individual
benefit or entertainment.

Software and Information Industry Association (SIIA)
An industry trade group working to eliminate
piracy worldwide.

software piracy The illegal copying of software, in vi-
olation of a copyright, for the purpose of complet-
ing business tasks.

World Intellectual Property Organization (WIPO) A
worldwide organization made up of member coun-
tries attempting to create unified intellectual prop-
erty protection legislation.

SOFTWARE PIRACY is the illegal copying of computer
software. Although several legislative and enforce-
ment mechanisms were developed during the 1980s
and 1990s, software industry estimates indicate that
the practice of software piracy is still widespread and
costs software manufacturers billions of dollars annu-
ally. While many industry groups promote the goal of
eliminating piracy, the prevalence of personal com-
puters and the Internet, and the ease with which soft-
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VIl. DAMAGES OF PIRACY

VIIl. REASONS FOR PIRACY
IX. INDUSTRY RESPONSES
X. PIRACY PREVENTION
XI. FUTURE TRENDS

XIl. CONCLUSION

ware can be copied, make this a relatively simple crime
to commit and a difficult action to detect. The fact
that the crime may appear victimless to the perpetra-
tor makes it easier to carry out than a typical trans-
gression. Purely technical means of preventing illegal
copying have gained limited success, at best, and have
been shown to potentially reduce software company
profits. Further complicating matters is the fact that
laws and ethical norms differ across cultures. This ar-
ticle discusses the basic nature of piracy, including
what constitutes piracy, the estimated damages, the le-
gal issues involved, theories of why people pirate, in-
dustry responses, and possible future trends.

|. THE SOFTWARE INDUSTRY

During the 1980s and 1990s, the software industry be-
came a major force in the world economy. According
to a recent report by the Business Software Alliance,
an industry trade organization, approximately 75% of
the world’s software is produced in the United States,
where sales of software products and services topped
$140 billion in 1998, a 17.8% increase over 1997.
From 1993-1998, software sales increased at a rate of
more than 15% per year. More than 800,000 people
are employed directly in the U.S. software industry,
earning an average income of over $68,000 per year.
It is predicted that more than 1.2 million people will
be employed by the software industry by 2008. The
software industry also has an effect on other areas of

131



132

business and society. Approximately 1.5 million peo-
ple are indirectly employed, due to the industry, and
more than $28 billion in tax revenues were collected
in 1998 by various government agencies.

Internationally, the figures are similar. The soft-
ware industry outside of the U.S. is expected to cre-
ate revenues of more than $116 billion in 2001, while
employing over 1,000,000 people and providing more
than $20 billion in tax revenue. None of these figures
takes into account the economic impact of the soft-
ware on those using it. Software packages increase the
productivity of business operations, allow for new and
novel approaches to problem solving, and provide ed-
ucational and entertainment opportunities to indi-
viduals. Clearly, the software industry is a major con-
tributor to the U.S. and international economies and
societies, and any threat, such as that posed by soft-
ware piracy, is taken very seriously.

Il. WHAT IS PIRACY?

All software is simply bits and bytes (0s and 1s) stored
on some form of recordable media (e.g., CD-ROM,
floppy disk, magnetic tape). An individual or a soft-
ware manufacturer creates the bits and bytes through
some form of programming. Under most copyright
laws, the software producer owns the rights to that
code and has the right to distribute it as he or she
sees fit. In most cases, the software is sold in individ-
ual packages or via site licenses that allow the pur-
chaser to use the software on a specified number of
machines at any one time. In some cases, the software
is rented. When the purchaser or renter acquires the
package, a license agreement is included that explic-
itly states the rights granted to the user by the copy-
right holder. If a person copies a copyrighted software
package from one medium to another, without the
permission of the copyright holder, then an act of
software piracy has been committed. This could be an
intentional action to steal the software, or an unin-
tentional act committed through accident or igno-
rance. In either case, software piracy has taken place.

With today’s technology, it is a simple task to make
an exact duplicate of any software package, at rela-
tively little cost. CD recorders give every home PC
user the ability to make perfect copies of CD-ROMs,
and the Internet contains many sites from which soft-
ware can be freely downloaded to a computer. The
act of copying in no way degrades or uses up the orig-
inal resource, and an infinite number of perfect copies
can be created from a single source.

Although this article classifies all illegal software
copying as software piracy, in most of the academic lit-
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erature on the topic, illegal software copying is broken
down into two categories: software piracy and softlift-
ing. Both are illegal and do damage to the software
manufacturer, but each has its own unique aspects.

A. Software Piracy

Software piracy refers to the illegal copying of soft-
ware for the purposes of completing business tasks.
For example, illegally using a single CD-ROM of the
Microsoft Office Suite to install the software on more
than the allowed number of PCs in a business office
would be considered an act of software piracy. This
may take place as an intentional act designed to re-
duce expenses and increase profits, or could be an
unintentional act created by poor record keeping of
software licenses.

B. Softlifting

Softlifting refers to the illegal copying of software for
personal purposes. An individual downloading a copy-
righted video game from the Internet for use on a
home PC, in violation of the manufacturer’s purchase
contract, is an example. In some cases, the pirate may
not realize the severity of her actions, because she
may not be aware that a software package so easily ob-
tainable on the Internet is, in fact, a copyrighted pro-
gram. As more and more individuals gain access to
the Web, the probability that softlifting is committed
unintentionally due to ignorance is increased.

lll. METHODS OF COMMITTING PIRACY

Software piracy can take many forms, the most obvi-
ous of which is the simple copying of software from a
CD-ROM or floppy disk. In most cases, this is a delib-
erate act designed to deny the software manufacturer
payment for the use of the package. As described
above, this could also be unintentional. In either case,
the individual and, if applicable, the organization for
which he works, can be held liable for criminal and
civil penalties.

A similar form of piracy can occur when an indi-
vidual sells a computer with software loaded on it but
keeps the original disks and loads the software onto a
new PC. The purchaser of the PC may not realize that
she does not own the license agreement to the pre-
loaded software. This can also occur when a dealer
loads software onto a PC and sells it without the proper
licenses in place.
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Counterfeit software is another form of piracy in
which the purchaser may not be aware of the illegal-
ity of the situation. This is more prevalent in Asia, and
involves the fraudulent creation of a copy of a legiti-
mate software package. With today’s scanning and
printing technologies, the illegal copy can appear al-
most identical to the original product, complete with
manuals.

Most software companies sell their products to ed-
ucational institutions and students at a discount. This
can lead to a type of piracy, when an organization or
individual purchases a discounted package and then
uses the software for nonacademic purposes. In each
of these cases, the key fact is that the software is copied
against the wishes of the software copyright owner
and, therefore, piracy is committed.

A. Internet Piracy

The Internet has given rise to a new distribution mech-
anism for software pirates, and has created a serious
threat to copyright legislation. The increased band-
width, increased number of users, and anonymity of
Internet traffic has created an opportunity for piracy
to flourish. Pirates can now easily distribute illegal
software copies, advertise products, transmit tech-
nologies for breaking anticopy software, and share
tactics and strategies with other pirates. Several spe-
cific Internet technologies have led to increased
piracy, including bulletin boards, e-mail, newsgroups,
and auction sites. Those individuals who are using the
Internet to commit software piracy for profit are sub-
ject to all of the same laws as non-Internetrelated pi-
rates. However, as discussed in Section V, a loophole
existed in which pirates distributing software for pur-
poses other than profit may not have been subject to
prosecution. The No Electronic Theft Act now makes
it possible to prosecute anyone distributing pirated
software, regardless of the motive.

Note that the Internet has also led to the pirating of
other intellectual property, such as movies and music.
The International Intellectual Property Alliance (IIPA)
estimates that billions of dollars of non-software-related
intellectual property are also now pirated on an annual
basis, in large part through the Internet.

IV. WHO GOMMITS PIRACY?

Software piracy is committed by a surprising cross sec-
tion of society. Studies of U.S. businesspeople indicate
that 50% of managers have copied software illegally.
Information technology students and professionals
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have been shown to be more tolerant of software
piracy, but this may be due to the fact that they are
more familiar with the technologies involved. Ap-
proximately half of the college student population
also admits to copying software illegally. These per-
centages have been decreasing in recent years, but
are still significant. Note also that many of these indi-
viduals may have never had the chance to pirate soft-
ware. Therefore, the actual number of people who
would commit the act, if given the opportunity to do
so, may be higher than the statistics report. The In-
ternet provides an easy-to-use, readily available mech-
anism for piracy to take place, thus giving many more
individuals the opportunity to pirate easily.

Differences are seen in cross-cultural, age, and gen-
der comparisons. Older individuals are less likely to
have pirated software than younger people, but this
may be simply due to the fact that older individuals
are less likely to understand and use the technology.
Women are less likely to allow their software to be
copied than their male counterparts, and females have
been found to commit less software piracy. There is lit-
tle research into the cause of this difference between
the genders. When looked at globally, striking differ-
ences exist between the Western World and Asia. Soft-
ware piracy is much more accepted in Asia, most likely
due to the cultural traditions of that part of the world.
This is discussed further in Section V. Also, piracy is
more prevalent in those countries with lower per capita
GNPs and smaller domestic software industries. Fi-
nally, individuals who know of people who have been
caught committing piracy have also been found to be
less likely to pirate than the general population.

V. LEGAL ISSUES

As stated in Section I, approximately 75% of the
world’s software is manufactured in the United States.
Consequently, the U.S. government has been at the
forefront of antipiracy legislation. Initial efforts fo-
cused on domestic copyright protection, but the
global nature of business and the spread of piracy
throughout the world have led to an extensive effort
to create internationally enforceable copyright laws.
The following subsections discuss the state of software
piracy legislation as of 2001.

A. U.S. Legislation

The United States, throughout history, has defended
the rights of authors and inventors to protect and
profit from their creative works. Since 1964, software
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has been considered a form of literary expression
and, therefore, copyrightable under U.S. law. A copy-
right gives the creator the right to govern how the
software is used. Title 17, Section 106, of the United
States Code makes it illegal to copy a software pack-
age without the express consent of the copyright
holder, although it is legal to make a backup copy of
the software for archival purposes. In 1980, the law
was amended to specifically include software. An in-
dividual or organization found to be in violation of
the law can be subjected to two forms of punishment.
The violated party has the right to recover damages
incurred by the copyright infringement (for example,
lost sales), up to $150,000 per work. The software
copyright owner can also demand that all illegal copies
of the package in question be destroyed. In addition
to these civil actions, the government can pursue crim-
inal prosecution. Penalties currently can include fines
of up to $250,000 and jail terms of up to 5 years.

In 1997, President Clinton signed into law the No
Electronic Theft (NET) Act, making it much easier to
prosecute pirates who use the Internet. This law
amended Section 506 of the Copyright Act and re-
moved a possible loophole, known as the “LaMacchia
loophole,” in the then-current legislation. Under that
law, pirates who distributed software via the Internet
for no financial gain, or possibly in exchange for other
pirated software, may not have been prosecutable.
The NET Act clearly removes any uncertainty and
provides law enforcement agencies with the necessary
legislation to prosecute anyone using the Internet to
distribute over $2500 of pirated software, even if there
is no financial gain on the part of the distributor.

The Digital Millenium Copyright Act (DMCA),
signed into law by President Clinton in 1998, imple-
mented two international treaties in U.S. law, the WIPO
Copyright Treaty and the WIPO Performances and
Phonograms Treaty. These regulations ensure that soft-
ware created outside of the U.S. is given equal protec-
tion under U.S. law as software created domestically.
These treaties are discussed in more detail below.

Although one might assume that piracy is an indi-
vidual act and that only individuals are punished, or-
ganizations are surprisingly vulnerable. Under Sec-
tions 504 and 506 of the Copyright Act of 1976, a
company may be held liable for the actions of its em-
ployees (within the scope of their employment), even
if management had no knowledge of the action.
Therefore, ignorance of the employees’ actions may
not be used as a defense by the organization involved.
Because Congress, in 1980, amended the 1976 act to
make it explicit that computer software programs
could be copyrighted under the statute, there is a
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great deal of exposure. Organizations must be aware
of the actions of the computer-using professionals
they employ.

On the international front, the Omnibus Trade
and Competitiveness Act of 1988 gives the United
States the power to impose trade sanctions on coun-
tries that do not enforce copyright laws and intellec-
tual property rights. Because approximately 75% of
the world’s software is produced in the United States,
this is an increasing area of emphasis in U.S. trade ne-
gotiations. Although piracy levels in the United States
are declining, a majority of the software in most Asian
countries, the Middle East, and Eastern Europe is pi-
rated, costing U.S. software manufacturers billions of
dollars in potential profits.

B. Legisiation in Other Countries

Many other countries have established antipiracy leg-
islation of varying degrees. In Canada, as in the United
States, software is automatically protected by federal
copyright laws from the date of its creation. The Cana-
dian Copyright Act gives the holder of the copyright
the exclusive right to reproduce the software as she
sees fit. An individual or organization is prevented
from copying the software without the express con-
sent of the copyright owner. Violators may be subject
to up to 5 years in prison and a $(Cdn)1,000,000 fine,
even if they did not realize that the copyright in-
fringement was a crime. The violated copyright holder
may also sue for damages. Several prosecutions have
been carried out under this legislation.

The majority of European Union (EU) countries
have adopted the EU Computer Programs Directive
(CPD), which grants copyright protection to intellec-
tual property creators. While member nations have
varying civil and criminal laws in place, the basic pro-
tection is similar to that found in the United States.
For example, in the United Kingdom, software is clas-
sified as a literary work and is covered by the 1988
Copyright, Designs and Patents Act. Penalties for
piracy can include a prison sentence of up to 10 years
and an unlimited fine. Since the general adoption of
the CPD, piracy in Western Europe has decreased by
almost 50%.

Most other countries have some form of legislation
in place. For example, in Australia, a pirate is subject
to a $(Aus)500 fine for each unauthorized copy, up to
a maximum of $(Aus)50,000. Companies are subject
to more severe penalties. Interestingly, individual
countries have been found to develop and enforce
intellectual property legislation in accordance with
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the development of their domestic software industry.
The more developed the domestic software industry,
the more likely it is that the country has created and
enforces software piracy legislation. As discussed in
the following section, continuing efforts by interna-
tional groups such as the World Trade Organization
are helping to establish laws around the globe that
are consistent in both scope and enforcement.

C. International Legislation

In 1996, the World Intellectual Property Organization
(WIPO), made up of representatives of 171 countries,
developed two treaties: the WIPO Copyright Treaty
and the WIPO Performances and Phonograms Treaty.
These treaties require member countries of the WIPO
to provide protection to intellectual properties cre-
ated by other member countries that is no less strin-
gent than protection granted to domestically created
intellectual property. Specifically, member states are
obligated to prevent the circumvention of technical
antipiracy mechanisms built into software, the unau-
thorized access to copyrighted materials, the unau-
thorized duplication of copyrighted materials, and
acts that are not authorized by the copyright holders
of the software in question. There are some minor ex-
ceptions in the law. For example, government agen-
cies are allowed to violate copyrights in cases of na-
tional defense, and reverse engineering is allowed, to
ensure that a software package is interoperable with
another software package.

The World Trade Organization (WTO) has also
been active in the intellectual property rights area. In
1995, the WTO negotiated the Agreement on the
Trade-Related Aspects of Intellectual Property Rights
(TRIPS), which included provisions protecting copy-
rights and specifically included software as intellec-
tual property. As with the WIPO Copyright Treaty, the
TRIPS agreement requires member nations to extend
to non-nationals the same copyright protection
granted to nationals. In 1996, the WTO and WIPO
agreed to cooperate in their future initiatives. The an-
ticipated membership of China in the WTO will re-
quire adherence to the TRIPS agreement and should
be a major weapon in combating piracy in that coun-
try, where piracy rates exceed 90%.

VI. ETHICAL ISSUES

Software piracy involves several ethical aspects. The
nature of software is that it is replicable with virtually
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no cost, thus making the definition of property diffi-
cult to assign. It is also separate from the medium on
which it is stored. However, there are clear ethical im-
plications to copying intellectual property against the
wishes of the creator.

A. Ethical Theories

In very simplistic terms, ethical theories can be broken
down into two main categories: deontological and util-
itarian. The deontological approach focuses on the ac-
tion itself as being either ethically “right” or “wrong.”
For example, killing someone is always wrong, stealing
is always wrong, etc. Acts are governed by universal
laws that distinguish between ethical and unethical.
Utilitarianism focuses on the consequences of the act.
Killing is wrong if an innocent civilian is murdered for
no good reason, but killing an ax-wielding maniac
about to attack your family may not necessarily be
wrong, since the act saves the lives of innocent people.
What is important in utilitarianism is that the greatest
good is achieved for the greatest number of people.
Each of these theoretical perspectives can be used to
study the act of illegally copying software.

In the deontological view, the act of piracy can rea-
sonably be deemed to be unethical. No one is forced
to use a particular software package. A contract is vol-
untarily entered into, in which the purchaser agrees
to pay a certain price to the software manufacturer
for the right to use the software in accordance with
the rules contained in the license agreement. Soft-
ware piracy involves the breaking of this contract; a
clearly unethical act, in the eyes of most deontolo-
gists. If the contract contained some wording deemed
unethical, then it may be possible to justify the break-
ing of the contract, but this is not the case in the vast
majority of software purchases. Therefore, from a de-
ontological perspective, software piracy is, most likely,
unethical.

The utilitarian perspective is not as clear-cut. In
this view, the consequences of the action are what are
important. If an action causes greater total benefit
than harm, then it is ethically correct. In the case of
piracy, it is difficult to measure the damage done. Be-
cause no resources are consumed when software is
copied, there is no direct harm to the original owner
of the software. However, the software manufacturer
is losing a potential sale when software is used illegally
by a consumer. If a purchase would have occurred in
lieu of the piracy, then revenue is being denied to the
manufacturer. As discussed in Section VII, losses are
seen in tax revenue, employment, and development
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of more advanced products. The benefit of piracy is
also difficult to measure. The user of the software
clearly benefits. If the piracy allows for more efficient
business operations, then the employees and stake-
holders of the company may also be benefactors. This
may even lead to a benefit to the society, if the piracy
is widespread. If the illegal act is identified, damage
will be done to the pirate, including potential fines
and jail terms. Damage will also be done to the orga-
nization’s reputation. These potential benefits and
damages are very hard to quantify and measure, mak-
ing it very difficult to come up with a definitive an-
swer as to whether or not piracy is ethical, from the
utilitarian viewpoint.

B. Cross-Cultural Ethical Issues

The ethical discussion becomes more confusing when
the issue of cross-cultural ethical norms is considered.
Different social groups develop different sets of social
and ethical mores. For example, bribery is considered
an unethical act in many Western nations, but is a
common part of business in other areas of the world.
Does that make bribery unethical? It depends on the
standards being applied. It is important to consider
the different ethical norms of the world’s varying cul-
tures when piracy is discussed.

A dichotomy exists between the norms of the West-
ern World toward intellectual property and the norms
of the East, particularly Asia. In the West, creativeness
is valued greatly, and expressions of ideas are
patentable and copyrightable. The individual is the
focus—people are trained to do what is in their best
interests, within certain confines of morality and law.
In Asia, however, the focus is very much on the bene-
fit of the society, as a whole. Individual focus is down-
played. In a country where the local software manu-
facturing industry is relatively small, society clearly
benefits when pirating is undertaken. Businesses ben-
efit from the use of the software, and the low number
of local manufacturers leads to little economic suffer-
ing. In this scenario, a utilitarian focus can easily de-
termine that software piracy is an ethical act and is
clearly in keeping with the norms of the society.

Consequently, great care must be taken when Asian
countries are accused of behaving unethically in the
area of intellectual property. By Western standards,
this may be the case, but when judged by local ethical
norms, the actions may be justified. As the software
industry, and the world in general, moves toward a
global business environment, this conflict in cultural
norms may lead to difficulties in solving the software
piracy problem.
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Vil. DAMAGES OF PIRACY

When a piece of software is illegally copied, the soft-
ware manufacturer is denied a potential sale, thus
leading to economic damages. The Business Software
Alliance (BSA) estimates that more than $12 billion
dollars of software were pirated in 1999, the latest
year for which figures are available. Worldwide, more
than 36% of all software in use was illegally copied.
This represents a consistent yearly decrease in the
percentage of pirated software, but with an increasing
number of software packages on the market, the dol-
lar costs remain significant. This has a farranging im-
pact on society. Software companies are being denied
revenue streams that would be used to develop more
advanced products and pay employees. Also, sources
of government revenue, such as sales taxes, are left
uncollected. While pirates may view the act as being
victimless, this is not the case.

A. United States

In the United States, the total dollar loss for 1999 has
been estimated to be $3.2 billion, due to a piracy rate
of 25% (the percentage of pirated software in use).
This represents a steady decrease in the rate of piracy,
although the dollar loss remains consistently high,
and actually increased from a level of $2.9 billion in
1998. In 1999, North America represented 25% of to-
tal worldwide losses, with the United States yielding
the highest total dollar loss of all countries in that
year’s survey. Piracy is estimated to have cost over
100,000 software industry jobs, and could cost almost
double that amount in the next decade. More than $8
billion dollars of employee wages may be lost by 2005,
along with $1.5 billion worth of tax revenue, thus im-
pacting society as a whole. Software piracy also cost
U.S. businesses more than $4.5 million in fines and le-
gal fees in 1998.

B. Europe

In Western Europe, piracy rates are also dropping, al-
though dollar figures remain high, as more and more
software is used. In its most recent analysis, the BSA
found that the piracy rate in Western Europe had
dropped to 34% in 1999, from a high of 78% in 1990.
This resulted in a loss of approximately $3.6 billion in
the software industry alone, a $900 million increase
from 1998, and $23 billion in legitimate economic ac-
tivity overall. EU members may lose as much as $9.5
billion in annual tax revenues, due to piracy, and over
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200,000 jobs. Germany incurred the largest losses
($652 million), although Greece was found to have
the highest piracy rate, at 71%.

The geographic area with the highest rate of piracy
in the world in 1999 was found to be Eastern Europe,
at 70%. Russia and the former countries of the Soviet
Union each exhibited levels around the 90% mark.
The low level of software use led to only $505 million
in damages. However, as the westernization of the
area increases, so does the use of software, indicating
that this may be a serious problem area in coming
years. Software usage has increased more than 88%
from 1994.

C. Asia

One of the most problematic areas is Asia, which ac-
counted for $2.7 billion dollars in losses in 1999, down
from $3.9 billion in 1997. While the piracy rate de-
clined from 68% in 1994 to approximately 47% in
1999, countries such as China and Vietnam consis-
tently report piracy rates over 90%. In 1999, China
alone accounted for $645 million in losses, with a
piracy rate of 91%, although this was a significant
drop from 1997’s highs of $1.4 billion in losses and a
piracy rate of 96%. Japan, with perhaps the most ad-
vanced economy of the Asian countries, utilizes 47%
of all software in the region. However, it accounted
for just 36% of the region’s total dollar losses ($975
million), with a reported piracy rate of 31% in 1999.

D. Other Regions

While Europe, North America, and Asia account for
the bulk of software use and software piracy, other
global regions are active in this area. The piracy rate
in Latin America was found to have declined to 59%
in 1999, with Brazil reporting the highest dollar losses,
at $392 million. The Middle East and Africa had the
second highest piracy rate among the regions ana-
lyzed, with 63% of software being pirated. However,
this figure represented a significant decline from
1994’s level of 84%.

Vill. REASONS FOR PIRACY

In recent years, there has been a concerted effort by
academic researchers to determine the cause of piracy.
What makes an individual decide to illegally copy a
software package when he would never consider steal-
ing an automobile or committing other forms of

137

crime? It is most likely a combination of factors, in-
cluding the ease with which software can be pirated,
the cost of software, the victimless appearance of the
crime, and the unlikelihood of detection. Very few
other crimes meet these specifications, although
speeding in an automobile is similar, and anyone who
has driven on a major freeway knows that a majority
of drivers exceed the speed limit. A comprehensive
model has yet to be developed, but strides are being
made. Most models focus on three different theories:
the theory of reasoned action, the theory of planned
behavior, and economic utility theory.

A. Theory of Reasoned Action

The theory of reasoned action (TRA) developed from
a stream of research in social psychology that suggests
that a person’s behavioral intention toward a specific
behavior is the major factor in whether or not the in-
dividual will carry out the behavior. Behavioral inten-
tion is, in turn, predicted by the individual’s attitude
toward the behavior and subjective norms. The indi-
vidual’s attitude is her perception of the consequences
and outcomes of the behavior, on a continuum from
positive to negative. If the individual believes that an
action will lead to positive results, she will have a pos-
itive attitude toward the behavior. This will positively
affect intention, which will lead to the committing of
the actual behavior.

Subjective norms are the pressures that the indi-
vidual feels from friends, peers, authority figures, etc.,
to perform or not perform the behavior in question.
This is the individual’s perception of the pressures
from the social environment and is often referred to
as peer norms. Much support has been found for the
predictive ability of this theory, although it has also
been found lacking in the explanation of ethical de-
cision making in situations involving computer issues.

B. Theory of Planned Behavior

The theory of planned behavior (TPB) is an exten-
sion of the TRA framework. TPB posits that behavior
is determined by the intention to perform the behav-
ior, which is predicted by three factors: attitude to-
ward the behavior, subjective norms, and perceived
behavioral control (PBC). PBC refers to the percep-
tion of the subject as to his ability and opportunity to
commit the behavior. A person with a high level of
PBC would have confidence in his ability to success-
fully carry out the action in question. This is an im-
portant element, because the Internet provides an
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easy-to-use platform for obtaining pirated software. It
may be that, in the past, potential pirates were dis-
suaded from illegally copying software by their per-
ceived inability to carry out the act. However, the In-
ternet allows almost any user to find and download
pirated software with just the click of a mouse.

Much research has been done to validate TPB em-
pirically, and it has been found to be a good predic-
tor of an individual’s behavior, including software

piracy.

C. Expected Utility Theory

Economic issues, such as costs and benefits, are also
commonly claimed to be factors in a person’s decision-
making process. For example, lack of financial
resources has been cited as a reason for software piracy
behavior. Expected utility theory (EUT) posits that,
when faced with an array of risky decisions, an individ-
ual will choose the course of action that maximizes the
utility (benefits minus costs) to that individual. Differ-
ent variants of this model exist, but each supposes that
a rational individual will analyze the benefits and costs
involved. Where probabilities exist, the individual
will factor the probability of each outcome into the
decision-making process.

In most cases, computer-using professionals have
three possible courses of action, when faced with a sit-
uation in which software can be used: purchase the
software, do without the software, or pirate the soft-
ware. It is possible to describe these choices in terms
of EUT. To do so, it is necessary to determine the costs
and benefits involved. Some benefit will most likely be
gained through the use of the software. However, a
purchase cost is involved, if the software is legally ob-
tained. The expected utility of purchasing the software
is the expected benefit gained from the use of the soft-
ware, less the expected cost of the software.

In the case of software piracy, costs result not from
purchasing the software but from the punishment
level and the probability that the punishment will be
incurred. The expected utility of pirating is the ex-
pected benefit gained from pirating less the expected
cost (calculated using the punishment probability and
punishment level). The individual will pirate the soft-
ware when the expected utility of pirating is greater
than the expected utility of not pirating. If the indi-
vidual perceives that the chances of a significant pun-
ishment are low, then it is more likely that the indi-
vidual will pirate the software. This may be a partial
explanation of why piracy rates are so much higher in
areas of the world such as Asia and Eastern Europe,
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where the chances of punishment are more remote,
as opposed to the United States, where the risk of
punishment is much more severe.

A key aspect of economic utility is the price paid
for the software. This is commonly noted as a factor
in the decision to pirate. Ram Gopal and Lawrence
Sanders have developed an interesting stream of re-
search into software piracy issues, yielding several use-
ful results regarding pricing issues. Among their find-
ings, Gopal and Sanders discovered that piracy rates
are related to per capita GNP. The lower a country’s
per capita GNP, the higher the level of piracy. This
lends credence to the argument that price is a factor,
because a lower per capita GNP would translate to rel-
atively higher software costs, if prices are held con-
stant throughout the world. As stated in Section X,
this has led to suggestions that software companies
utilize price discrimination as a tool for reducing
piracy. This would involve basing software prices par-
tially on the ability of the potential purchaser to af-
ford the cost.

D. Comprehensive Theory of
Piracy Behavior

Each of the above theories is useful in predicting the
piracy behavior of an individual. Recent research has
focused on combining these and other factors into a
comprehensive model of behavior. Evidence that all
of the factors discussed above influence the decision
whether or not to pirate has been found, although
different models provide different levels of impor-
tance for each factor. Punishment and the probability
of punishment are consistently found to be deterrents
to undesirable behavior. The relatively high level of
piracy in the world may be due to the fact that peo-
ple perceive the chance of prosecution and punish-
ment as minimal. This would fit with the EUT model.
Similarly, as posited by TRA and TPB, peer norms and
attitude toward piracy have been demonstrated to be
significant influences on a person’s decision to pirate.
If an individual works in an organization where piracy
is accepted, she is more likely to commit the crime.
The attitudes toward the behavior may be related to
the ethical outlook of the individual. If the person
perceives software piracy to be unethical, she will have
a more negative attitude toward piracy and will be less
likely to carry out an act of piracy.

Much research remains to be done in the develop-
ment of a useful predictive model of piracy behavior.
However, the work to date does give some indication
as to what can be done to deter individuals from ille-
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gally copying software. Detection and punishment are
useful deterrents, as is education, to the immoral and
damaging nature of the act. Also, influencing an in-
dividual’s peer group and changing the culture of an
organization to be more antipiracy in nature are both
important factors in controlling the problem. Dis-
criminatory pricing practices may be a potential an-
tipiracy tool. Each of these is discussed further in Sec-
tion X.

IX. INDUSTRY RESPONSES

Software manufacturers have been very active in the
area of piracy, because it is a direct threat to the na-
ture of the industry. Several trade organizations have
been created to combat the problem through a vari-
ety of educational, legal, and investigative measures.

A. The Business Software Alliance

The BSA was founded in 1988 and is made up of many
of the world’s software manufacturers, including such
companies as Adobe, Apple, Autodesk, Corel Corpo-
ration, IBM, Microsoft, and Network Associates. The
organization operates in 65 countries and is very ac-
tive in publicizing the damage done by piracy, col-
lecting statistical information on piracy, and promot-
ing and enforcing piracy laws.

One of the BSA’s main activities has been the es-
tablishment of piracy hotlines, operated in more than
50 countries as of 2001. Using these toll-free phone
numbers, individuals can report instances of piracy for
BSA investigation. Web sites provide similar facilities.
The hotlines average over 50,000 calls per year, mostly
made by disgruntled employees of pirating organiza-
tions. The BSA also provides software that makes it
easier to identify pirated software in an organization.

The BSA is very active in prosecuting pirates. From
1993-2000, the BSA collected more than $47 million
in damages from U.S. companies. Legal action was
taken against 2100 European companies in 1998
alone. In one coordinated raid in England and Ger-
many, more than 300,000 illegal CDs were confiscated.

B. Software and Information
Industry Association

The Software and Information Industry Association
(SITA) was created in 1999, when the Software Pub-
lishers Association (SPA) merged with the Informa-
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tion Industry Association (IIA). The SPA had been ac-
tive in antipiracy campaigns since 1985, and the SIIA
has continued those efforts in a fashion similar to the
BSA, including a piracy hotline that receives more
than 200 calls per week. From 1995-2000, the SIIA
was involved in more than 2000 cases against software
pirates. Almost all of the money collected is used to
fund further antipiracy campaigns. Currently, the SITA
represents more than 1400 members.

On the international front, the SIIA annually sub-
mits a report to the Office of the United States Trade
Representative identifying software piracy problems
throughout the world. In 1999, the SIIA singled out
China for special monitoring under Section 306 of
the Trade Act of 1994, due to its failure to meet the
standards of the TRIPS agreement (discussed in Sec-
tion V) and the continuing high level of piracy in that
country. Also, SIIA Europe, an SIIA affiliate, performs
activities in the European market.

C. Other Organizations

Various other organizations exist on the national level.
The Federation Against Software Theft (FAST), a non-
profit organization operating in the United Kingdom,
was formed in 1984 by U.K. software manufacturers to
lobby the Parliament for changes in the copyright law.
They have since been active in enforcing laws and ed-
ucating users with regard to software piracy, and cur-
rently have more than 1200 members. FAST has been
successful in combating pirates and was instrumental
in the sentencing of a pirate to a 2-year prison sen-
tence in 1999. The organization carries out antipiracy
campaigns and played a large part in creating Eu-
rope’s first integrated antipiracy hotline, which pro-
vides a single contact point for copyright information
regarding software, music, and video, including facil-
ities to report piracy.

In Canada, the Canadian Alliance Against Software
Theft (CAAST), created in 1990, provides very similar
efforts to those described above, including an an-
tipiracy hotline. CAAST works closely with the BSA, as
do many of these organizations.

X. PIRACY PREVENTION

Software manufacturers, industry groups (such as
those just discussed), and law enforcement agencies
have made concerted efforts to reduce the amount of
piracy around the globe. These efforts have focused
on four main areas: technical, legal, educational, and
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the development of codes of conduct, each of which
is aimed at altering the potential pirate’s behavior. A
fifth possibility, discriminatory pricing, is also dis-
cussed in this section.

A. Technical Measures

An initial response by the software industry to the
threat of software piracy behavior was the develop-
ment of technical protection. Software packages in-
corporated piracy protection software into their code.
However, this failed to have the desired effect, be-
cause pirates were able to break the code. The pro-
tection also took up valuable storage space, had to be
constantly updated to stay ahead of the pirates, and
was sometimes annoying to consumers. Some studies
indicate that software piracy protection does little to
increase a company’s profits.

The advent of the Internet makes this type of pre-
vention strategy even less feasible, because once a pi-
rate has broken the protection code, she can make
the software available to large numbers of people with
the click of a button.

B. Deterrence Measures

The earlier EUT discussion of expected costs with re-
spect to punishment levels and probability of punish-
ment is closely linked to deterrence theory. The pun-
ishment probability factor and the punishment level
factor described above are referred to in the deter-
rence theory literature as punishment certainty and
punishment severity, respectively. As with EUT, deter-
rence theory proposes that, as these factors are in-
creased, the level of illegal behavior should decrease.
The unwanted behavior can be deterred through the
threat of punishment. Many crimes against property
are related to the expected gains of the crime versus
the expected costs at the margin. The perceived low
probability of being caught may be a major reason in
the decision to pirate software. The legal system, in
most countries, is founded on the concept described
above.

Punishment, such as fines or prison sentences, is
heralded as a deterrent to unwanted behavior. This is
also true in the software piracy arena. As discussed
earlier, many legal mechanisms now exist to punish
software pirates. Clearly, the goal is to deter pirates
through the threat of both financial and physical pun-
ishment. However, these mechanisms are only useful
if actually enforced. While pirates are regularly pros-
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ecuted and punished in the United States, this is not
the case globally. The failure to enforce copyright
laws has been a source of conflict in trade negotia-
tions between the U.S. and countries such as China,
where piracy is rampant and enforcement of interna-
tional antipiracy agreements is minimal. Because the
vast majority of software is produced in the United
States, there is little incentive in other countries for
the governments to enforce laws that are aimed at
protecting foreign interests while harming local busi-
nesses. As stated in Section V, there is evidence that
the development and enforcement of software piracy
legislation is directly related to the existence of a do-
mestic software industry. Those countries that have a
domestic software industry are more likely to develop
and enforce legislation designed to protect intellec-
tual property rights.

Numerous examples of legal punishments are be-
ing handed out in many countries. In the U.S., the
first software pirate convicted using the 1997 NET
Act (described in Section V) was sentenced in 1999
to 2 years probation for using the Internet to pirate
software. He could have been sentenced to up to
3 years in prison and a maximum fine of $250,000.
Similarly, a Virginia man faces up to 1 year in prison,
after pleading guilty to setting up a web site that
made illegally copied software available for easy down-
loading. The BSA has collected more than $47 mil-
lion in damages in the United States in the past
7 years, including a judgment of $80,000 against the
city of Issaquah, Washington, which admitted to us-
ing unlicensed software on its computers. In Europe,
there is a direct correlation between the adoption of
the EU Computer Programs Directive and the de-
creasing level of software piracy, indicating that de-
terrence measures have been an effective tool in com-
bating piracy.

C. Educational Measures

If the perception of pirates is that antipiracy laws are
not enforced, then there is little deterrent effect. Sim-
ilarly, if individuals are not aware of the damages done
by piracy, or have not seriously considered the uneth-
ical nature of the act, then it is more likely that they
will commit piracy. Consequently, several industry
groups and software manufacturers have spent much
effort and money on educational campaigns. For ex-
ample, the BSA and SIIA regularly produce publica-
tions and videos that can be used to educate everyone
from teenagers to high-level executives on the issues
surrounding piracy.
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D. Codes of GConduct

A respected code of conduct can be an effective way
to influence an individual’s behavior. Initially, the
code of conduct makes the individual aware of po-
tential ethical and social issues that may be encoun-
tered. As previously stated, one reason for piracy may
be the lack of realization by individuals that piracy is
an unethical and illegal act. Even if the issues are un-
derstood and the individual is still considering com-
mitting piracy, the agreement to adhere to a code of
conduct may have an influence over his decision, be-
cause it represents a form of social norms. At a mini-
mum, the agreement to adhere to a code of conduct
eliminates any claims of ignorance, if some form of
prosecution is necessary.

Several organizations and institutions have created
codes of conduct that govern the use of software. Per-
haps the most well known is the Association for Com-
puting Machinery (ACM) Code of Ethics. The ACM,
founded in 1947, has more than 80,000 members and
is the premier educational and scientific computing or-
ganization. The ACM Code of Ethics explicitly prohibits
the violation of copyright agreements and demands re-
spect for intellectual property rights. All members of
the organization are expected to adhere to the code.

Individual organizations are also utilizing codes of
conduct to control employee behavior. Many compa-
nies now require new employees to read and sign codes
of conduct, and internal punishments for failing to ad-
here to the code can be severe. Organizations such as
the BSA help companies by providing sample codes.

E. Pricing

As stated in Section VIII, price is often found to be a
significant factor in the decision to pirate. The higher
the price of the software relative to the individual’s
ability to pay, the more likely the individual is to pi-
rate the software. Consequently, one mechanism for
fighting software is discriminatory pricing. Focusing
purely on legislative methods has been shown to have
limited success in countries where a domestic soft-
ware industry does not exist. In many cases, these
countries are less developed than the United States or
Western Europe, and have lower per capita GNPs.
Consequently, people cannot afford software at the
same price levels as in the U.S. and Western Europe.
Because there is no domestic software industry to pro-
tect, there is little incentive for a government to en-
act legislation that will harm the majority of individu-
als (who cannot afford the software) while doing little
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to protect the country’s citizens.

Consequently, it can be argued that software manu-
facturers would do better to explore other avenues of
piracy prevention, including developing pricing strate-
gies that are based on the value of the software prod-
uct to the consumer, as opposed to single pricing strate-
gies. This could increase software producers’ profits
while reducing piracy rates in less developed countries.
Price discrimination is already used in many industries,
including some aspects of the computer industry.

XI. FUTURE TRENDS

The future is always hard to predict, especially in the
area of technology. However, some trends are clear.
Efforts to combat piracy will continue to increase and
piracy will be a focus of future international trade
negotiations.

A. Piracy Trends

Piracy rates are decreasing in the industrialized Western
World, partially due to the increase in awareness and
the enforcement of punishment mechanisms. However,
dollar figures still remain high, as the amount of soft-
ware in use has increased. In Asia and Eastern Europe,
piracy rates remain high, and enforcement of interna-
tional laws, while increasing, is still minimal. China’s po-
tential inclusion in the World Trade Organization will
require greater adherence to the WIPO treaties and
may have an impact on piracy in that country.

B. Software Distribution

One area where changes may occur is in the way that
software is sold and distributed. Two recently intro-
duced approaches are currently making some head-
way: shareware and meterware.

1. Shareware

Shareware is software that is freely distributed, often via
the Internet. The user is given a set period of time to
use and preview the software. If the individual wishes to
continue to use the software package, she is asked to
send a prespecified amount to the manufacturer. If the
individual does not wish to continue to use the software,
itis expected that she will remove the package from her
system. This form of software distribution relies on the
honesty of the user, but also makes the individual very
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much aware of the fact that a manufacturer took time
and effort to create the package, and now wishes to be
fairly compensated for its efforts. This plays on the fair-
ness of the user. One cause of piracy may be the lack of
understanding of the user of the contract situation re-
garding the average store-bought software package. The
concept of shareware, on the other hand, is easy to un-
derstand. Clearly, some pirates will simply ignore the re-
quest for payment. However, software manufacturers are
counting on the fact that the majority of users will fol-
low the instructions and behave ethically.

2. Meterware

Meterware is a new way of billing for software. Currently,
a package is purchased and can then be easily copied
onto multiple machines. In the meterware paradigm,
the user is billed for the use of the software, not for the
package itself. In one form of this technique, the user
would be required to dial up the manufacturer via mo-
dem from the network on which the software is installed.
The software keeps track of how often it is accessed, and
the user is billed using a formula involving the usage of
the package. This is a “pay-as-you-go” scheme.

Problems exist with this payment mechanism, how-
ever, that may be difficult to overcome. Users are
much more familiar with the traditional one-time pay-
ment format and may not adapt easily to this new
technique. It also requires the user to actively partici-
pate, which may be both inconvenient and difficult to
enforce. Third, the user may be charged for acciden-
tally starting an application, leaving a program run-
ning overnight, etc. These issues may prove too prob-
lematic for meterware to become common.

The evolution of the Internet may provide answers
to some of these problems. Application service providers
(ASPs) provide software applications for companies,
usually through the Internet. Customers can outsource
some of their software applications to the ASP. The ASP
is responsible for the software licensing involved, and
can work out a payment scheme with the customer.
Users at the customer location utilize standard Internet
browser technology to access the software over the Net.

Xil. CONCLUSION

In conclusion, software piracy is a violation of copy-
right laws that are designed to protect the creativity

Software Piracy

and financial gain of the creators of intellectual prop-
erty. Rates of piracy around the world vary, from more
than 90% in some Asian countries, where the ethical
nature of piracy may be viewed much more leniently,
to much lower levels in Western Europe and North
America. Antipiracy legislation and the action of or-
ganizations such as the BSA and SIIA have clearly had
an impact. However, the level of piracy is still signifi-
cantly high and does great damage to the software in-
dustry. The Internet has expanded the possibility for
software piracy to easily occur on a large scale, and
this is a development that will require international
cooperation to combat.
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[. DEFINITION OF SOFTWARE PROCESS SIMULATION
Il. SOFTWARE PROCESSES
. TYPES OF SIMULATION MODELS

GLOSSARY

capability maturity models System of five levels of in-
creasing software development process maturity.

discrete event simulation Simulation oriented around
the timing of specific events, especially appropriate
for systems involving queuing.

Monte Carlo simulation Sampling experiment based
upon a system simulated with events determined by
functions of random numbers with the purpose of
estimating the distribution of an output variable.

simulation Mathematical or logical model of a system
that can be used for experimentation with the in-
tent of gaining insight into the system’s behavior.

software process Methods and techniques used to de-
velop software products, or systems used to make
computers function.

systems dynamics Continuous simulation model in
terms of stocks and flows especially suitable for in-
corporating feedback relationships.

waterfall model Simple network of sequential processes
in a computer system project, including feedback.

SOFTWARE PROCESSES are critical to the productivity
of the information technology industry, a key force in
the growth of the world economy for the past few
decades. It is critically important to the continued
success of this industry to increase efficiency and ef-
fectiveness, to improve the quality of software prod-
ucts, and to provide more useful and productive tech-
nology tools. Simulation is a quantitative tool that has

Encyclopedia of Information Systems, Volume 4
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IV. APPLICATIONS IN PRACTICE
V. SUMMARY

proven very useful in the analysis of many fields in-
volving complexity and uncertainty. In the past
decade, systems dynamics, discrete event simulation,
and other forms of simulation analysis have been ap-
plied to the assessment and improvement of software
processes. The ways in which this simulation support
has been applied to the software industry are pre-
sented within the framework of capability maturity
model levels, representing different stages of software
development maturity.

I. DEFINITION OF SOFTWARE
PROCESS SIMULATION

Software processes are the methods and techniques
used to develop software products or the systems used
to make computers function usefully. Simulation is
the use of models to reflect a real situation, with the
intent of studying system behavior under various im-
posed conditions. Simulation models usually involve
the introduction of measured uncertainty through
pseudo-random numbers. Various types of simulation
models were developed in the 1990s to analyze the
risk elements of software processes.

Software process simulation models try to identify
structural relationships in the processes used to de-
velop software. Software process simulation is emerg-
ing as an effective tool for the evaluation of changes
in software projects as well as in development organi-
zations. A level of detail is required in such simulation
models to support process improvement activities, the
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primary purpose of most such models. Other goals in-
clude gaining understanding and communication and
investigating the expected benefits of automation of
parts of the process.

Il. SOFTWARE PROCESSES

A software process cited by Kellner, Madachy, and
Raffo in 1999 is defined as a set of activities, methods,
practices, and transformation that people use to de-
velop and maintain software and associated products
such as project plans, design documents, code, test
cases, and user manuals. A process is a logical struc-
ture of people, technology, and methods organized
into work activities that have the purpose of trans-
forming inputs into desired outputs.

A. Software Process Purpose

Software processes are intended to develop quality
software products efficiently in terms of time and re-
source expenditure. There are many methodologies
seeking to attain these beneficial features. There are
a number of factors that can affect final software qual-
ity, including the methodology used to develop the
system, the quality of personnel assigned to the
process, and the allocation of defect detection re-
sources throughout the project life cycle.

Software processing models have been used for a
variety of purposes. First, they provide a platform to
study strategic management options in software de-
velopment. Second, they provide a tool to compare
process improvement proposals. Third, they are use-
ful in software project management training.

B. Issues in Software
Process Management

Software processing models have been used for plan-
ning studies. At the control and operational level,
software process models provide tools to compare
process improvement proposals.

One of the major issues in applying simulation to
software process modeling is data. It is often difficult
to obtain data with the accuracy required for simula-
tion models (especially for discrete event simulation).
Sometimes there is difficulty in obtaining data at all,
or at least to the degree allowing accurate determi-
nation of distributions and variability.

Software Process Simulation

Therefore, studies often must be conducted with
the data that is available. If measures of factors such as
the distribution of time overruns for various phases of
the software process are not available, the expertise
and experience of people who have worked in this
area can be tapped through interviews. This, of course,
introduces a level of subjectivity and error into the
data, but that is a starting point for a model, which can
be improved as real data based upon accurate mea-
surements made in future projects become available.

As with simulation models applied to other fields,
the level of detail to model depends on the questions
to be answered. All simulation models are abstrac-
tions leaving out a lot of the complexity of the real sys-
tem. The key to sound simulation modeling is to in-
clude the key activities and tasks, the primary factors
at issue, and important dependencies and work flows.
In software process simulation, input parameters of-
ten include work to be done (often measured in lines
of codes or in function points), the effort required to
accomplish activities of a given size, how defects are
detected, and the amount of reworking required when
defects are identified. Alternative models need to be
built to reflect policy options, such as different staffing
levels; the possibility of outsourcing, including pro-
ductivity tools; the impact of training; and resource
constraints. Sound simulation practice also calls for
the use of controlled random number streams to make
simulation model debugging easier and to make analy-
sis of results more accurate.

C. Capability Maturity Model Levels

The capability maturity model (CMM) was developed
by the Software Engineering Institute at Carnegie-
Mellon University in Pittsburgh as a paradigm for the
levels of maturity in software development. The CMM
describes five levels of process maturity:

® Level 1 organizations are characterized by little
systematic method.

¢ Level 2 organizations are characterized by
individual control, with key processes including
software configuration management, quality
assurance, subcontract management, project
planning, tracking and oversight, and
requirements management.

® Level 3 organizations institutionalize processes,
including peer reviews, intergroup coordination,
software product engineering, integrated software
management, training programs, and organization
process definition and focus.
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¢ Level 4 organizations incorporate process
measurement and apply quality management as
well as process measurement and analysis.

¢ Level 5 organizations obtain feedback for
improvement through process change
management, technology innovation, and defect
prevention.

Higher CMM levels involve increased structure for
the way in which software products are developed.
The benefits of moving up to higher CMM levels are
contended to be much less variance in software
project outcomes, as well as more efficient average
performance.

Simulation can be applied to software processes at
all levels. In level 1 organizations, role-playing simu-
lation can be useful in better understanding of soft-
ware development. However, level 1 organizations do
not have any key processes and are very unlikely to
have accurate data meriting systems dynamics or dis-
crete event simulation. In level 2 organizations, base-
line models of processes using gross measures based
upon experienced opinion can be applied, generally
to cost and schedule models. It is hard to model de-
fect characteristics because the data will usually not
be available. In level 3 organizations, there is increased
emphasis on product engineering and formal defini-
tion of processes. Data can be collected from obser-
vations of engineering processes to include data on
requirements changes, defects in design phases as
well as in coding, and the distribution of results from
testing. Validation of simulated processes becomes
possible, and the predictions obtained from simula-
tion are superior to those based on human judgment.
In level 4 organizations, more accurate data is avail-
able, and the focus of simulation is on operating
processes within quantitative performance limits. Sim-
ulation can be used to determine what these quality
control limits should be. It also becomes possible to
conduct tradeoff analysis on various design options.
Finally, at level 5, validated models can be used to
track and manage processes in greater detail, allow-
ing greater confidence in simulation results to the
point that new and improved methods can be com-
pared, thus supporting process change management.

lll. TYPES OF SIMULATION MODELS

Any simulation model is a set of assumptions repre-
senting complexity and or probabilistic inputs. Despite
these shaky foundations, simulation models are quite
valuable in sorting out what is expected to happen. In

145

this sense, simulations are predictions. It is therefore
critical to validate the accuracy of a simulation model
by observing the real process. Simulation models con-
sist of parameters representing quantifications of how
the modeler expects the real world to behave.

A. Systems Dynamics Models

Systems dynamics models are continuous simulation
models using hypothesized relations across activities
and processes. Systems dynamics was developed by
Forester in 1961 and was initially applied to dealing
with the complexity of industrial economic systems
and world environmental and population problems.
These models are very closely related to the general
systems approach and allow modelers to insert quali-
tative relationships (expressed in general quantitative
forms). Like all simulation models, all results are con-
tingent upon the assumed inputs. General systems
theory views assemblies of interrelated parts as having
feedback loops that respond to system conditions and
provide a degree of self-correction and control.

Abdel-Hamid and Madnick in 1991 applied systems
dynamics models in their pioneering work on soft-
ware process simulation. Their models captured rela-
tionships between personnel availability, productivity,
and work activities. Process details were not required.
Systems dynamics continues to be a very popular mode
of software process modeling and has also been ap-
plied in interactive simulations of projects for train-
ing project managers.

Continuous simulation model advantages include
its ability to capture project level and systems-related
aspects of software process projects. Higher level is-
sues such as learning curve effects, differential pro-
duction rates, and the impact of using different mem-
bers of the workforce are more naturally modeled
with continuous simulation models than with discrete
event models. However, details relating to tasks and
activities are more naturally dealt with through dis-
crete event simulation models.

B. Discrete Event Simulation

Discrete event simulation involves tracing state condi-
tions of processes over time. This form of simulation is
very good for modeling input details and identifying
detailed system outputs. Discrete event simulations are
entity driven, with entities typically representing cus-
tomers arriving at some service facility or work arriving
at a manufacturing machine. In a project environment,
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one entity can be created to represent the project
which passes through the various sequential software
processes. Monte Carlo analysis of such a discrete
event system can be applied by rerunning the one-
entity simulation from project start to project com-
pletion hundreds or thousands of times and by using
the results to describe the distribution of time, cost,
and/or defect outcomes.

C. Other Techniques

There have been a number of other approaches ap-
plied to software process simulation. Rule-based sim-
ulations apply pattern-directed inferencing imple-
mented through production rules much in the
manner of expert systems. This type of simulation
may be completely deterministic and thus involves so-
lution of a complex numeric problem.

Another commonly used simulation technique is
behavioral, where individual subjects play roles that
interact. This form of simulation is often effectively
applied in training environments.

D. Demonstration Models

To demonstrate different types of simulation models,
we assume a waterfall model of a software process. A
simplified version of the waterfall model shown in
Fig. 1 involves standard activities.

A project begins with the specification phase. Once
a project has been specified, it moves on to the design
phase. Each of the phases of this model has the po-
tential for recycling back to prior phases. During the
design phase, it might well be possible that there is re-

Specification
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alization that the specifications are lacking in some
sense, thus the finely dashed line leading back from
design to specification. Projects may be cancelled at
any phase. After successful completion of design, the
next phase is production of code and finally testing.
In reality, software projects are, of course, much more
complicated than this. (Testing, for instance, is gener-
ally applied throughout the production coding phase,
and sometimes it makes sense to begin production
coding prior to finalization of systems design.) How-
ever, what we need is a simple example to demonstrate
the potential of different types of simulation models
in support of software process planning.

The data required for simulation of this system is
ideally based on comprehensive record keeping to in-
clude measures of how long a project would be ex-
pected to spend in each phase, how often recycling
occurs (from each phase to each prior phase), and
the distributions of each of these measures.

1. Monte Carlo Simulation

The first simulation model we will present is simply an
extension of the critical path model, listing each activ-
ity (phase) as if it went according to plan. Such a model
might be applied by CMM level 1 or 2 organizations,
focusing on project planning at the level of critical
path modeling. This simple simulation is easily mod-
eled, providing the level of complexity of PERT (Proj-
ect Evaluation and Review Technique) models (with
the added flexibility of allowing any type of distribu-
tion on activity duration). Spreadsheet models are very
easy to apply to this initial model. There are many soft-
ware products such as @Risk (Palisade Corporation)
and Crystal Ball (Decisioneering, Inc.) on the market
that make simulation of such spreadsheet models more

A Design

Project

completion

Key: —» Normal waterfall model sequence

.................... » Recycling due to defect detection

——— Project cancellation due to serious defect

Figure 1 Sketch of a basic waterfall model (simplified).
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powerful. These Monte Carlo simulation systems give
the ability to generate as many simulation runs as de-
sired, which along with graphical support make it very
easy to obtain a view of the distributional properties of
results. Monte Carlo systems also provide the ability to
easily define standard probability distributions to each
activity. A Monte Carlo model of the core of the sim-
ple model given in Fig. 1 is shown in Fig. 2.

This model uses the lognormal distribution for all
activities, with the standard deviation specified as one-
half of the mean. The appropriate distribution and pa-
rameters should be obtained from records kept by the
organization. Following standard statistical practice, a
large number of observed projects would be required
to be comfortable with these simulation model ele-
ments. The result of the simulation would be repre-
sented by project completion time, the maximum value
in column D in Fig. 2 (cell D5 in this example). The
results obtained from Crystal Ball are given in Fig. 3.

Figure 3 shows that the mean completion time is
12.21 weeks. More completely, the output demon-
strates that this output ranges very widely, from 3.06
to 21.36 weeks. It also appears to be normally distrib-
uted, symmetric around the mean with declining prob-
abilities associated with values farther from the mean.
A valuable tool of Crystal Ball (and other Monte Carlo
simulation systems) is the ability to assess the proba-
bility of any particular time interval. For instance, in
this case, there is a 0.615 probability of project com-
pletion within 13 weeks, 0.717 probability of comple-
tion within 14 weeks, and 0.811 probability of com-
pletion within 15 weeks. There is a 0.430 probability
of project completion between 12 and 17 weeks.

While Monte Carlo simulation provides very useful
tools to estimate probabilities, the simulation model
of the software process is far too simplified. The wa-
terfall model includes a great potential for dynamic
behavior, involving looping back from one phase to
prior phases as the need for changes develop. The
time until defect identification can be important, as
well as what path to take when defects are detected.
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This type of model element involves routing that a
spreadsheet model cannot deal with easily (if at all).

2. Systems Dynamics

The perspective of systems dynamics allows more mod-
eling of the complexity of the waterfall process. The
basic sequence of planned activity is a core, leading
from specification to design to coding to testing and
on to project completion. This is the path that would
occur if everything went according to plan. The spread-
sheet model presented in Fig. 2 would consider vari-
ance in duration, but would assume only this path.
However, there are possibilities of the need for changes
and corrections at all phases of this model. Things
could break down during the specification phase if
agreement on project features cannot be obtained.
During the design codes phase, it might become ap-
parent that the specifications developed by the user are
either infeasible or unrealistic. This would lead to send-
ing the project back for respecification. Such problems
could be reviewed by the funding authority, who would
need to decide among the options of revising the spec-
ifications, paying for a more expensive project, or can-
celing the project. During the implemented codes
phase, defects identified would need to be recycled
back to the design code phase (and might call for re-
cycling, in turn, back to the specified codes phase,
again querying the funding authority for authorization
of additional budget). During testing it is quite possi-
ble that bugs will be uncovered, calling for rework and
recycling back to the implemented codes phase (and
possibly further back). Systems dynamics simulations
modeling the dynamics similar to those presented by
this problem have been applied in many applications.
They are continuous simulations, measuring the levels
of effort required as well as times required to complete
phases. Note that in our example many elements of
possible complexity have been left out.

Systems dynamics provides a means to map the dy-
namic interactions of a system. For instance, a map of

A B C D
1 | PHASE Start Duration Finish
2 | Specification 0 Lognormal(1,0.5) =B2+C2
3 | Design =D2 Lognormal(4,2) =B3+C3
4 | Code =D3 Lognormal(5,2.5) =B4+C4
5 | Testing =D4 Lognormal(2,1) =B5+C5

Figure 2 Excel spreadsheet model.
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Figure 3 Crystal Ball output for a spreadsheet model.

the waterfall model with its feedback looping among
and between components might be as given in Fig. 4.
Systems dynamics models employ a continuous system
of differential equations as their meta-model of stocks
(for example, of defects to be detected) and flows
(for example, lines of code completed).

Systems dynamics models focus on simulating the
flow of activities. They are continuous models, and the
change in states is the focus of interest. Figure 4 shows
the basic flow of a project, with potential relooping
when defects are encountered. Here we model defects
flowing one step back, but recognize that if a defect is
identified in implementing code, returning to design-
ing code can result in further looping back to code
specification. The primary benefit of systems dynamics
models is the ability to include factors affecting flow,

such as the scope of the project affecting the rate of
work accomplished in the specification phase. Likewise,
defects identified at testing are accumulated as a vari-
able and are fed back to implemented codes. Any loop
is a bottleneck in the system. For example, if testing
keeps finding defects, this prolongs the development
process as shown in Fig. 5. Therefore, it clearly would
be important to lower the defect rate in prior processes
or the time required to correct defects. These parame-
ters govern this systems dynamics model, and estimat-
ing accuracy would depend on experience and learning
rates. The systems dynamics model requires input rates.
Table 1 gives the input rates considered in this model.

In this case, we assumed a project with 10,000 lines
of code. The durations of the four basic waterfall ac-
tivities are the same as in the Monte Carlo model

Reimplementation
ti
Respecification e
time Defect ratio at Defects .
Defects ~ . Defect ratio at
s Identified at design Idgrnuﬁed at fosting
- Designing . . csting
Respe‘;lgcatmn Tpl af Reimplementation A
P ementation
Specification time rate Completion time
time Defect rate/” |
at{/design
Specificed Designed Implemented Corgghction
Codes ) Codes lementation Codes K es
Specification 13;21%11 )\ Tmp e Testing rate
rate \
Scope Design time X o
Redesi %f?ct rate at Jesting time
cdesign ementation
rate P - “ Defect ratio at
L Defects Identified ;
Redesign time at Tmplementing Implementation

Figure 4 Systems dynamic map of a waterfall model.
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Figure 5 Systems dynamics model work accomplished over time.

given earlier. Here we used normal distributions in
the software package VENSIM (which did not support
lognormal distributions), although in principle log-
normal distributions could be applied. The amount
of time for relooping activities are given, as well as the
percentage of defects detected at each phase (in terms
of lines of code).

Running the simulation yielded the following out-
put. Figure 5 shows the lines of code (LOC) accom-
plished over time.

Other flows could also be monitored. Figure 6, for
instance, shows the experience of LOC with defects
detected during testing.

Figure 7 shows another continuous measure, the
rate of LOC tested per hour.

Table | Systems Dynamics Model Input Parameter Values
Parameters Values Units

Scope 10,000 LOC
Specification time 40 Hours
Design time 200 Hours
Implementation time 280 Hours
Testing time 80 Hours
Respecification time 40 Hours
Redesign time 40 Hours
Reimplementation time 120 Hours
Retesting time 80 Hours
Defect ratio at design 20 Percentage
Defect ratio at implementation 30 Percentage
Defect ratio at testing 10 Percentage

Systems dynamics has proven very effective in mod-
eling software processes where production rates in
terms of LOC (or in function points) as well as defect
detection rates are important. There are other aspects
of interest better captured by discrete event simula-
tion, to be presented next. Even so, systems dynamics
is often applied in hybrid models along with discrete
event simulation.

3. Discrete Event Simulation

Discrete event simulation focuses on the time spent
by entities passing through a system of events. It is a
time-focused method, especially suitable for queuing
problems. It also can be very good at modeling the dy-
namic passage of a single project entity through a net-
work of possibilities such as those given in Fig. 4. At-
tributes can be assigned to processes, such as size,
complexity, and required effort. Defects can be as-
signed by type, consequence, and the phase in which
they can be detected.

Figure 8 shows the model in the package Process-
Model. This package allows the user to build the
model through selection of processes connected by
paths.

There are two basic elements to the model:
processes and connectors. For each run of the simu-
lation model, one entity is generated by the project
icon. This entity passes to the specification process,
and if all goes well the path is on to the design process,
the implement process, and the test process. Table 2
gives each of these processes. There is finally a process
icon representing cancelled projects. Completed
projects are measured by the bottom connector leading
out of the test process. The lognormal distribution was
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Figure 6 Systems dynamics model output—defects detected during testing.

assumed arbitrarily. All standard simulation distribu-
tions are available in ProcessModel. Time units used
were hours, the largest time unit the package allows.
Eight-hour working days were assumed.

The connectors in the model reflect the dynamic
aspects of the system, shown in Table 3. Each of the
connectors are defined as percentage arcs. This al-
lows designation of the probability of transfer between
each state. A one-day (8 hour) transfer time between
states was assumed.

Table 4 gives results for this model in terms of the
average number of entries on each path based on 100
simulation runs. Times are given in weeks for each
phase and in total successful project completion time.

The average times can be added together to obtain
an average project duration of 15.065 weeks, about

25% greater than the critical path expected times.
The data indicates that 91% of the projects are suc-
cessfully completed. Balance equations can be devel-
oped for each phase, as in Table 5.

There are many added complications that may be
important, most of which can be added to a discrete
event simulation model. A key part of the simulation
would be to obtain accurate input data. Validation of
the model would be accomplished by comparison of
model results with actual statistics and finding a
match. This important step of validation can also be
used to improve the input parameters used in the
model.

Models of greater complexity are not considered
here. There are a number of factors that could arise
that would be relatively simple to add to the last dis-
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Figure 7 Testing rate in LOC per hour.
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crete event simulation, such as applying distributions
for durations for both classes of successful software
processes, as well as those processes where defects were
identified, or the duration by type of outcome. There
are other complications that would call for hybrid types
of simulation (combining discrete event and continu-
ous simulation). For instance, it is harder to model par-
tially concurrent activities, where systems design might
be initiated prior to completion of specifications.

Table Il Processes in ProcessModel Simulation

Process Capacity Duration
Specification 1 Lognormal (40,20) hours
Design 1 Lognormal (200,100) hours
Implementation 1 Lognormal (280,140) hours
Test 1 Lognormal (80,40) hours

4. Other Types of Simulation Models

A number of other simulation systems have been de-
veloped, including hybrid combinations of systems dy-
namics (continuous) models and discrete event mod-
els. State-based simulation models are more formal
with more complete graphical representations. State-
based modeling is strong in its ability to capture de-
tails graphically, but is not as good at capturing math-
ematical details as discrete event models. State-based
models receive productivity, error, and detection rates
as inputs and predict effectiveness in terms of effort,
duration, errors detected, and errors missed by
process.

Knowledge-based meta-model simulations have also
been developed. These employ a statistical network.
Informal process descriptions are elicited and con-
verted into a process model. The static and dynamic
properties of a process model, such as consistency,
completeness, internal correctness, and traceability,



152 Software Process Simulation
Table Il ProcessModel Connectors
Source Destination Type Duration (hours) Percentage

Project Specification Scheduled 0

Specification Design Percentage 8 100
Design Implementation Percentage 8 95
Design Specification Percentage 8

Design Quit Percentage 0

Implementation Test Percentage 8 85
Implementation Design Percentage 8 10
Implementation Specification Percentage 8

Implementation Quit Percentage 0

Test Done Percentage 0 70
Test Implementation Percentage 8 15
Test Design Percentage 8 10
Test Specification Percentage 8 1
Test Quit Percentage 0 4

can be evaluated with this type of model. Graphic
views are provided to users for interactive editing and
communication.

IV. APPLICATIONS IN PRACTICE

Simulation has been among the most widely applied
techniques in many aspects of manufacturing. A sim-

Table IV ProcessModel Results

ulation’s application in software process modeling is
much more recent, with initial reports beginning in
1991 with Abdel-Hamid and Madnick. Its use has
been reported in a number of cases, especially in the
defense industry and in the field of overnight deliv-
ery. Simulation is a tool that directly addresses
the concepts of the CMM using more accurate mea-
sures to improve software development processes
systematically.

Average time (weeks) Number
Specification 0.957 1.15
Design 5.237 1.58
Implementation 6.887 1.65
Test 1.984 1.32
Quit 0.06
Done 0.91
Design To quit 0.03
Implementation To quit 0.05
Test To quit 0.01
Design To specification 0.09
Implementation To specification 0.05
Implementation To design 0.23
Test To specification 0.01
Test To design 0.20
Test To implementation 0.19
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Table V Input/Output for ProcessModel

Phase From In To Out
Specification Project 1 Design 1.15
Design 0.09
Implementation 0.05
Test 0.01
Design Specification 1.15 Implementation 1.46
Implementation 0.23 Specification 0.09
Test 0.20 Quit 0.03
Implementation Design 1.46 Test 1.32
Test 0.19 Specification 0.01
Design 0.23
Quit 0.05
Test Implementation 1.32 Done 0.91
Specification 0.01
Design 0.20
Implementation 0.19
Quit 0.01

V. SUMMARY

Simulation is one of the most flexible quantitative
tools and has been widely applied across many scien-
tific disciplines. In principle, any kind of a process
can be simulated. Simulation has the advantage of be-
ing useful in sorting out complexity and uncertainty.
While it has only recently been applied to software
processes, it is a highly suitable tool.

While valuable, simulation limitations include data
collection requirements and analysis of output. Simu-
lation inherently requires extensive effort in data col-
lection if accurate results are expected. This calls for
accurate statistical analysis. Statistical analysis is also
required for interpretation of results. Alternative an-
alytic approaches have a relative advantage over sim-
ulation in that they have clear results. Simulation re-
sults inherently involve variation, calling upon the
analyst to realize the uncertainty in output.

Systems dynamics models are useful for accurate
prediction of the effects of feedback, as well as for
representing complex relationships between dynamic
variables. However, sequential activities are relatively
difficult to model. Discrete event simulations are bet-
ter for dealing with sequential activities. They also al-
low the use of entities with attributes and are well de-
signed for queuing relationships and interdependent
use of resources. However, discrete event models are
not relatively well suited for continuous variable mea-
surement. Continuous models such as systems dy-

namics tend to be more appropriate for strategic,
macro-level studies, usually of longer time horizon.
Studies of detailed processes are usually better sup-
ported by discrete event simulation models.

SEE ALSO THE FOLLOWING ARTICLES

Continuous Simulation ® Discrete Event Simulation ¢ Docu-
mentation for Software and IS Development ® Monte Carlo
Simulation e Simulation Languages
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V. INPUT TO A SPEECH RECOGNITION SYSTEM:
FEATURES OF THE SPEECH SIGNAL

GLOSSARY

channel The means by which the speech signal is con-
veyed from the microphone to the computer. Typ-
ical channels are microphone, land-line telephone,
and cellular telephone. Each channel has proper-
ties that affect the speech signal differently.

dynamic time warping (DTW) An algorithm for align-
ing in time two separate utterances of the same
word or phoneme sequence. DTW is useful in
matching a reference template to an input speech
pattern.

feature vector A vector of values, where each element
in the vector represents one component of a rep-
resentation of the speech signal. Each feature vec-
tor typically represents one frame of speech. The
feature vectors are used in training a classifier to
learn phonetic classes, and during recognition to
determine phonetic probabilities of an input frame.

frame A short, fixed segment from a speech signal.
Typical frames are 10 msec long, and the speech
signal is divided into consecutive, nonoverlapping
frames. At each frame, feature vectors are computed,
and these vectors are passed to a classifier for pho-
netic classification.

Gaussian mixture model (GMM) A classifier that as-
sumes that the (speech) data can be modeled by
one or more Gaussian (or normal) distributions. A
GMM is then specified by the mean vectors and co-
variance matrices of the multidimensional feature
space, as well as weights that determine the relative
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VI. BASIC ALGORITHMS FOR SPEECH PROCESSING

VII. SPEECH RECOGNITION BY HIDDEN MARKOV MODELS
VIIl. OTHER APPROACHES TO STATISTICAL ASR

IX. SUMMARY

X. FUTURE DIRECTIONS

contribution of each distribution. The number of
mixtures in the GMM should be the number of dis-
tributions required to model the data. The combi-
nation of Gaussian mixtures is usually used to model
a single phonetic (or subphonetic) category.

hidden Markov model (HMM) A statistical model that
can be used to recognize speech. An HMM assumes
that the process being modeled (such as speech)
can be represented by a finite number of states,
and that there are known probabilities of transi-
tioning from one state to the next at each time
frame. In automatic speech recognition, states are
generally associated, at least in concept, with sub-
phonetic categories. At each state, there are cer-
tain probabilities of generating or observing par-
ticular events (such as feature vectors in a speech
signal).

phoneme An abstract representation of a basic unit
of sound corresponding to a single perceived lin-
guistic event, such as the /k/ in the word king or
the /s/ in the word sing.

pitch The perceived frequency level of a voiced
speech sound; the term pitch is often used to refer
to the fundamental frequency of a sound.

resonance In speech processing, resonance refers to a
region of strong energy at a particular frequency in
the speech signal. Vowels can often be described by
the two or three lowest resonant frequencies. These
resonant frequencies are usually called formants.

vector quantization (VQ) An algorithm for classifying
an input feature vector into one of a predetermined
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number of classes. VQ is able to learn the locations
of each class in the feature space from training
data.

Viterbi search An algorithm for determining the op-
timal sequence of states in an HMM, given an in-
put speech utterance (represented by a number of
sequential feature vectors) and a hidden Markov model.

I. INTRODUCTION
A. What Is Automatic Speech Recognition?

Speech is a natural and pervasive means of communi-
cation among humans, and highly effective over long
distances (via the telephone) or when visual commu-
nication is not possible. Speech is also an efficient
modality when the hands are occupied or when com-
plementary visual information is available. The ease
with which humans interact through spoken language
has inspired a field of research, and now product de-
velopment, in what is called automatic speech recognition
(ASR). Automatic speech recognition refers to a com-
puter system that is able to recognize words that are
spoken to it through a microphone. ASR can be used
as an input modality that complements standard input
devices such as a keyboard or mouse. Current ASR sys-
tems have recognition rates that are far from perfect,
with the accuracy level dependent on a wide variety of
factors. ASR is related to the field of text-to-speech
(TTS) synthesis, in which the computer generates a
spoken sentence from text.

Most ASR systems are now implemented in soft-
ware on a personal computer, although specialized
hardware platforms are still sometimes employed. The
recognition that is done by the computer is often re-
stricted to identification of the sequence of words
that is spoken, and does not include meaning or syn-
tax evaluation. However, some systems incorporate a
semantic parser component that extracts the user’s in-
tentions from the speech input. If the user says an ut-
terance such as “I want to fly to Boston tomorrow,” a
standard ASR system will output only the word se-
quence. An ASR system that includes a semantic parser
will focus on certain words or phrases and extract the
knowledge that the user is requesting a flight to a cer-
tain location on a certain date. Such semantic parsing
is directly related to the field of natural language pro-
cessing (NLP).

Before an ASR system can be used, it must be de-
veloped, or trained. Training an ASR system typically
involves gathering information about speech from a
corpus of speech data, and using this information to
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construct a model that can be used to recognize new
utterances. The goal of the model is to discriminate be-
tween utterances of different words while not discrim-
inating between different utterances of the same word.

B. Capabilities and Limitations of
Automatic Speech Recognition

ASR is currently used for dictation into word processing
software, or in a “command-and-control” framework in
which the computer recognizes and acts on certain key
words. Dictation systems are available for general use, as
well as for specialized fields such as medicine and law.
General dictation systems now cost under $100 and
have speaker-dependent word-recognition accuracy
from 93% to as high as 98%. Command-and-control
systems are more often used over the telephone for au-
tomatically dialing telephone numbers or for request-
ing specific services before (or without) speaking to a
human operator. Telephone companies use ASR to
allow customers to automatically place calls even from
a rotary telephone, and airlines now utilize telephone-
based ASR systems to help passengers locate and re-
claim lost luggage. Research is currently being con-
ducted on systems that allow the user to interact
naturally with an ASR system for goals such as making
airline or hotel reservations.

Despite these successes, the performance of ASR is
often about an order of magnitude worse than human-
level performance, even with superior hardware and
long processing delays. For example, recognition of
the digits “zero” through “nine” over the telephone has
word-level accuracy of about 98% to 99% using ASR,
but nearly perfect recognition by humans. Transcrip-
tion of radio broadcasts by world-class ASR systems has
accuracy of less than 87%. This relatively low accuracy
of current ASR systems has limited its use; it is not yet
possible to reliably and consistently recognize and act
on a wide variety of commands from different users.

C. Classes of Recoynition Systems

ASR systems can be grouped into several classes, de-
pending on their intended purpose. The most basic
distinction is between speaker-dependent and speaker-
independent recognition. A speaker-dependent recog-
nizer is one that has learned the voice of a single user
and works particularly well for that speaker. If an-
other person uses that recognizer, performance tends
to be quite poor. A speaker-dependent recognizer is
usually adapted to a single person’s voice from a more
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general template using a process called speaker adap-
tation. The commonly available ASR dictation systems
are currently speaker-dependent systems.

A speaker-independent recognizer, on the other
hand, is trained on speech from many different peo-
ple and is meant to work equally well on the speech
of almost any user. Speaker-independent systems are
often used for telephony applications, in which the
user is not known to the system beforehand. Although
speaker-independent systems can be used by different
people, these systems have lower overall accuracy than
a speaker-dependent system that has learned its target
user. In addition, even speaker-independent systems
are sensitive to different accents, dialects, ages, rates
of speech, and degrees of enunciation or articulation.
For example, a speaker-independent ASR system that
has been trained on adult speech read from a text-
book will have best performance on that type of
speaker and speech; a child who carefully articulates
individual words will likely obtain abysmal perfor-
mance from that system.

A second major distinction for ASR systems is be-
tween discrete and continuous recognition. In a discrete-
speech recognizer, the user must utter a brief pause
between each word. The recognizer then identifies
the location of each word before performing recog-
nition on each region. In a continuous-speech recog-
nizer, pauses between words are optional, which is
more typical in conversational speech. In this case,
the speech is not segmented into individual words be-
forehand, but the overall word sequence with the
highest probability is computed. Most current systems
are now targeted at continuous speech, although
discrete-speech recognizers still have a place in
certain applications, especially those that have strict
memory or computational restrictions.

A third distinction is based on the size of vocabu-
lary that can be recognized. In all current ASR sys-
tems, the vocabulary that can be recognized must be
completely specified in advance, and the task of recog-
nition is to identify the number, sequence, and iden-
tity of the spoken words based on the given vocabu-
lary. Some systems, called small-vocabulary systems,
are able to recognize anywhere from two words (such
as “yes” and “no”) to several hundred words. The re-
stricted vocabulary size can result in higher recogni-
tion accuracy and faster response time. For other ap-
plications, a larger vocabulary on the order of several
thousand words is required. Systems targeted at these
larger vocabulary sizes, called medium-vocabulary
systems, strike a balance between accuracy, speed,
and vocabulary size. A third category is called large-
vocabulary recognition, and is targeted at tens of thou-
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sands of words, with a typical vocabulary size of 64,000
words. These systems, referred to as large-vocabulary
continuous speech recognition (LVCSR) systems, can
require multiple top-end computers to yield results
several hundred times slower than real time.

Il. HISTORY OF AUTOMATIC
SPEECH RECOGNITION

A. Beginnings: Radio Rex
and Harvey Fletcher

Possibly the first ASR device was a toy marketed in the
1920s called Radio Rex. This miniature bulldog would
jump from a doghouse upon hearing a person say the
words “Radio Rex.” Although Radio Rex was quite
primitive in many ways, being able to recognize only
a single phrase using simple hardware, it displayed
several interesting properties, including real-time
speaker-independent recognition.

From 1918-1950, Harvey Fletcher and his col-
leagues at Bell Labs devoted a significant amount of
research effort to the requirements for communicat-
ing speech over telephone channels. They performed
a large number of perceptual experiments to better
understand how human speech recognition works
and, based on that understanding, how the telephone
channel could be optimized for signal transmission.
This research resulted in a large number of results
and hypotheses related to human speech recognition,
from which Fletcher developed a model of human
speech perception. This model is too vague to be used
in development of a complete, computational ASR
system, but has provided guidance to researchers who
now seek to understand how it is that humans per-
ceive speech with such apparent ease.

B. Early Years to Recent Past

Efforts at building computer-based, multivocabulary
speech recognition systems started in the 1950s at
companies such as Bell Labs and RCA, as well as at
universities such as MIT and University College of
London. Although the Bell Labs system was targeted
at recognizing entire words (consisting of digits),
other systems focused on a limited number of sylla-
bles or phonemes. Even in these first systems, the
speech was first converted from the time domain to
the spectral domain, in which the resonant frequen-
cies that characterize speech are clearly identifiable.
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In the 1960s, the existing research programs con-
tinued, and new work on ASR was begun at laborato-
ries in Japan, the Soviet Union, and at Carnegie Mel-
lon University in the United States. With each new
decade, more companies and laboratories have en-
tered the field. Significant progress was made in the
1970s on utilizing efficient features for representing
the speech signal, using dynamic programming tech-
niques to account for changes in duration, and devel-
oping preliminary dictation and speaker-independent
systems. Most systems developed during the 1970s are
referred to as template-based systems, because they re-
lied on a static template of each target word or
phoneme, and they matched the input speech with
the existing templates using dynamic programming.

The early 1980s saw the rise of statistical approaches
to ASR, specifically the use of hidden Markov models
(HMMs). HMMs provide a probabilistic framework in
which the likelihood of an utterance given a particu-
lar model can be computed; models of all phonemes
or words in the vocabulary are analyzed, and the
model with the greatest likelihood is selected as the
recognized word or phoneme. A large amount of
funding was provided for ASR research, with a signif-
icant portion of funding supplied by the Defense Ad-
vanced Research Projects Agency (DARPA) in the
United States for work on LVCSR.

In the 1990s, research continued on the HMM ap-
proach, and the use of artificial neural networks
(ANNS) incorporated within the HMM framework was
developed for HMM/ANN hybrid systems. In addi-
tion, standardized speech corpora were collected and
distributed within the speech research community.
DARPA funding continued, resulting in increasing ac-
curacy on more and more difficult tasks. Also during
this time, speaker-dependent continuous speech
recognition became possible on a personal computer
with acceptable accuracy levels, and a number of com-
panies developed products targeted at the consumer
sector.

C. System Architectures

ASR systems can be grouped into one of four types:
feature based, segmental, template based, or statisti-
cal. In a feature-based system, specific features that
are known to be associated with phonetic properties
are extracted from the speech signal. A feature-based
ASR system extracts a large number of these features
and combines the evidence over time to arrive at hy-
pothesized phonemes, which can be further com-
bined to arrive at hypothesized words. Although intu-
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itive and in many ways well motivated, feature-based
approaches suffer from a “multiplication of errors” ef-
fect: Small errors in extracting each of the features ac-
cumulate, and even low error rates in feature extrac-
tion can result in high errors at the word level.

A segment-based ASR system operates in three
steps: First, the speech is analyzed to determine the
likely locations of phoneme boundaries; second, the
segments that result from this analysis are classified
based on features taken from throughout the seg-
ment; and third, word-level results are obtained from
the hypothesized phoneme segments. Segment-based
systems have demonstrated performance that can be
competitive with other types of systems, such as HMMs,
especially on difficult tasks such as alphabet recogni-
tion. One of the difficulties in implementing a
segment-based ASR system is in reliably determining
the locations of phoneme boundaries; methods that
work well for certain types of phonetic boundaries
may not work well for other types, and in order to
avoid “missing” a phoneme, many more segments are
hypothesized than are likely to exist in the signal.

A template-based ASR system represents each
phoneme or word using individual templates, or sets of
time frames of features from the speech signal that
are obtained from representative examples of each
word or phoneme. The input speech is then matched
with each of the templates, with time differences be-
tween the input and the template normalized using
the dynamic programming algorithm called dynamic
time warping. The template with the best fit to the in-
put speech is considered the recognized word. One of
the problems with the template-based approach is
that it is unable to efficiently account for the wide va-
riety of ways in which words are pronounced. A single
speaker may utter the same word in a number of dif-
ferent ways, with variation in rhythm, relative loud-
ness, or articulation effort. Selection of the most ap-
propriate utterance from the training set can become
a difficult issue. A speaker-dependent, word-level,
template-based system may perform well in some
cases, but it will be restricted to that speaker and that
vocabulary; the variety of phonemes in different con-
texts prohibits the template-based approach from be-
ing applied to more general-purpose phoneme-level
recognition. For speaker-independent ASR, the vari-
ety within and between speakers becomes insur-
mountable with template-based systems.

Finally, the most commonly used type of ASR sys-
tem is now the statistical ASR system. In this case, the
speech is divided into short, equally spaced frames
(with a typical length of 10 msec), and the likelihood
of a subphonetic or subword unit at each frame is
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computed based on statistics such as the average and
standard deviation of the features for each unit found
in the training set. These likelihoods are combined to
arrive at phoneme-level or word-level results, typically
by assuming mathematical independence between
likelihoods at different frames in the signal. Statistical
ASR systems, which generally use the HMM frame-
work, are able to account for more variation than the
template-based approach, do not require prior seg-
mentation of the signal into phonetic regions as in
the segment-based approach, and do not depend on
accurate feature extraction required for the feature-
based approach. However, the statistical approach has
its own set of weaknesses, including a conflict between
sufficiently complex classification units and a suffi-
cient amount of training data, as well as certain overly
simplified mathematical assumptions.

lll. BACKGROUND: ACOUSTIC-PHONETICS
A. Representations of Speech

The two most common methods of representing the
speech signal are in the time and frequency domains.
The time-domain representation plots time on the hor-
izontal axis and signal level on the vertical axis. Figure
1(a) shows the time-domain representation of an ut-
terance of the word phonetics. In this case, the data
points have been sampled at 8000 samples per second
(or 8000 Hz); typical sampling rates vary from 8000 Hz
for telephone bandwidth to 44,100 Hz for CD quality.
Itis easy to identify certain properties of the utterance,
including the location of each vowel as indicated by
the strong, periodic regions of the signal, as well as
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other features such as the presence of the fricatives /f/
and /s/, the two bursts indicating the locations of the
/t/ and /k/, and the weaker periodic region identify-
ing the /n/. However, identification of the #ype of vowel,
fricative, or burst is not easily accomplished by observ-
ing the time-domain representation.

The other common representation for speech is
the log-power spectrum (or log-power spectrogram, or sim-
ply spectrogram), which plots time on the horizontal
axis, frequency on the vertical axis, and energy (or log
power) at each time and frequency point by the de-
gree of darkness at that location. Figure 1(b) shows
the spectrogram for the same utterance as in Fig. 1(a).
In this case, strong energy peaks, or resonances, are
quite evident in the vowel regions, and can be used to
distinguish the /ax/, /eh/, and /ih/ vowels. The fre-
quencies are also different between the /f/ and /s/,
and even to some degree between the bursts in the
/t/ and the /k/. The log-power spectrum at each time
point can be computed by taking the Fourier trans-
form of the signal to convert it to the frequency do-
main, summing the squares of the real and imaginary
components at each frequency to determine the power,
taking the log of these power values to determine the
power in units of bels, and then multiplying each value
by ten to arrive at units of decibels (dB).

B. General Descriptions of Speech

Speech is often described in terms of phonemes, but
other descriptions also convey information about dif-
ferent aspects of the speech signal. Phonemes can be
divided into a fixed number of distinctive features, or
features that specify the manner of articulation, place
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Figure 1 Displays of a speech signal. (a) The time-domain waveform for the utterance phonetics. (b) The spectrogram of this wave-
form, computed with an 18-msec window. (c) The location and identity of each phoneme in the word.
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Table | Common Phonemes in English, Example Words That Contain These Phonemes, and the Corresponding
Values of the Distinctive Features “Manner” and “Place”

Example Example

Phoneme word Manner Place Phoneme word Manner Place
iy peat vowel front ) paul plosive bilabial
ih pit vowel front t tall plosive alveolar
ch pet vowel front k call plosive velar
ae pat vowel front b ball plosive bilabial
ix roses vowel mid d doll plosive alveolar
ux due vowel mid g gall plosive velar
ax but vowel mid m mow nasal bilabial
uw boot vowel back n know nasal alveolar
uh book vowel back ng sing nasal velar
ah under vowel back f fin fricative labial
ao caught vowel back th thin fricative dental
aa cot vowel back s sin fricative alveolar
er bird retroflex back sh shin fricative palatal
axr feather retroflex back hh hope aspiration (varies)
ey pay diphthong front v vat fricative labial
ay pie diphthong front, back dh that fricative dental
oy boy diphthong back, front z 200 fricative alveolar
aw out diphthong back zh azure fricative palatal
ow coat diphthong back ch cheap affricate alv,pal
1 let liquid alveolar jh jeep affricate alv,pal
r rent liquid palatal em bottom syllabic mid,lab
y vet glide front en button syllabic mid,alv
w wet glide back el bottle syllabic mid,alv

of articulation, degree of voicing, or height of the
tongue within the mouth. Some typical values for the
manner of articulation are vowel (including phonemes
/ah/, /iy/, and /ow/), glide (/w/ and /y/), lateral
(/1/), retroflex (/r/), nasal (the phonemes /m/, /n/,
and /ng/), fricative (including /s/, /sh/, /th/, and
/z/), affricate (/ch/ and /jh/), and burst (consisting
of /p/,/t/, /k/, /b/, /d/, and /g/). Diphthongs con-
sist of two separate vowels that are combined to form
one phoneme, such as the /aa/ vowel in “father” com-
bined with the /iy/ vowel in “keep” to form the /ay/
diphthong in “nine.”

The place of articulation is specified by the loca-
tion of the tongue tip along the roof of the mouth.
Some values for place of articulation of consonants
are bilabial, dental, alveolar, palatal, and dorsal; values
for vowels are front, middle, and back. The height of
the tongue within the mouth can be used to distin-

guish between phonemes such as the /iy/ in “sheep”
and the /ih/ in “ship,” and the degree of voicing in-
dicates whether the phoneme is voiced (as in the con-
sonants /z/ and /b/) or unvoiced (as in the conso-
nants /s/ and /p/). Table I specifies common English
phonemes and some of their distinctive features. In
addition to distinctive features, speech can also be de-
scribed in terms of duration, stress, and energy.

IV. OVERVIEW OF THE SPEECH
RECOGNITION PROCESS: HOW DOES A
TYPICAL SPEECH RECOGNIZER WORK?

An HMM-based recognition system uses a four-step
process in recognizing speech. First, the input speech
signal is recorded, digitized, and divided into short
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segments, or frames, by applying a windowing func-
tion. The signal is typically digitized at a rate of 8000
to 16,000 samples per second, and a frame is obtained
usually every 10 msec. In the second step, each frame
is analyzed and a low-dimensional representation of
the speech at that point in time is computed. This
representation, or feature vector; often emphasizes those
aspects of the signal that are commonly related to
phonetic identity, and de-emphasizes other aspects,
including pitch and voice quality. In the third step, a
classifier is used to estimate the likelihood of each
phonetic category at each frame, given the feature
vectors for each frame. The output of the classifier is
then a matrix of likelihoods or probabilities, with P
rows and I* columns, where P is the number of pho-
netic categories, and F'is the number of frames. In the
fourth step, the output of the classifier is used with
constraints provided by the vocabulary and grammar
to determine the most likely sequence of words. The
classifier outputs and properties of the vocabulary are
combined using a search procedure called a Viterbi
search. A Viterbi search is a dynamic programming al-
gorithm that finds the optimal path based on the
probabilities of phonetic categories as well as the prob-
abilities of phonetic durations.

This general process is illustrated in Fig. 2. The first
oval in this figure indicates the windowing process,
which divides the signal into frames. Although frames
may be computed every 10 msec, the length of the win-
dow can be larger than the length of a frame, causing
overlap of the windows between successive frames. The
shaded box with a dotted-line outline indicates a process
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that is applied to each frame. The first step in this box
is to compute a low-dimensional representation of the
signal; typical feature types are perceptual linear prediction
(PLP) or Mel-frequency cepstral coefficient (MFCC) fea-
tures. Then, some degree of convolutional noise is re-
moved by processes such as cepstral-mean subtraction
(CMS) or RelAtive SpecTrAl (RASTA) processing.

Because speech is a dynamic process, the features
that represent the speech at each frame are aug-
mented with delta values that represent how the fea-
tures change over time at each frame. The delta val-
ues are computed directly from the features at the
current frame and from features at surrounding
frames. In some cases, delta—delta values are also com-
puted, which indicate the acceleration of features at
each point in time. For each frame, the features (in-
cluding the delta and delta—delta values, if desired)
are passed to a classifier. Standard classifiers are Gauss-
ian mixture models (GMMs) or artificial neural net-
works (ANNs). The classifier has been previously
trained on speech that is hopefully similar in many re-
spects (including tempo, speaker characteristics,
channel and noise conditions, and topic domain) to
the utterance currently being recognized. The output
of the classifier is an estimation of the likelihood of
each phoneme (or subphonetic category) at each
frame. The Viterbi search then combines these out-
puts with a state-based model of the vocabulary and
state duration probabilities, and determines the most
likely word sequence. The output of the Viterbi search
contains the most likely word and phoneme sequence,
as well as their time locations.

waveform

Viterbi
search

113 29

yes

values

output

likelihoods
(time—) %

—
for each frame

Figure 2 TIllustration of the recognition process, from input waveform to output word.
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V. INPUT TO A SPEECH RECOGNITION
SYSTEM: FEATURES OF THE SPEECH SIGNAL

A. Motivation: What Makes
a Feature Useful?

The input to the GMM or ANN classifier is a repre-
sentation of the input speech signal at a given point
in time. One basic question is “Why not use the time-
domain signal directly?” The time-domain waveform
by definition contains all of the information that can
be obtained from the utterance, and so the cost of ex-
tracting special features must be justified by signifi-
cant benefits. There are two primary benefits from
feature extraction. First, feature extraction allows
highlighting of important information in the signal
and suppression of irrelevant information. For exam-
ple, pitch is not strongly correlated with phonetic
identity, but the energy found in different frequency
bands is highly correlated with phonetic identity. The
time-domain waveform varies to a large degree with
the pitch, which is considered irrelevant information,
whereas the power spectrum can be computed so that
information about pitch is suppressed and resonant-
frequency information is maintained. By using a rep-
resentation based on the power spectrum, unwanted
variability is reduced and the classifier can more eas-
ily learn the different phonetic classes.

A second benefit of feature extraction is in reduc-
ing the number of inputs to the classifier. As the in-
puts to the classifier are mapped to the phonetic out-
puts using statistical classification, a larger number of
training samples per input value tends to yield more
robust classification. By reducing the number of in-
puts while maintaining relevant information, a re-
duction can be achieved in the amount of training
data required to obtain the same classification accu-
racy. For example, the time-domain waveform may
have 256 data points per 16-msec window, but the in-
formation relevant to phonetic content can be ap-
proximated using only 13 PLP or MFCC features.

B. Mel-Frequency GCepstral Coefficients

Melfrequency cepstral coefficient features are com-
puted using a seven-step process. First, the signal is
pre-emphasized, which changes the tilt or slope of the
spectrum to increase the energy of higher frequen-
cies. Next, a Hamming window is applied to the frame;
a Hamming window reduces the effects of speech at
the edges of the window, which is useful in obtaining
a smooth spectral representation. Third, the power
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spectrum is computed, without taking the log opera-
tion. A filter-bank operation is applied to the power
spectrum, thereby measuring the energy in different
frequency bands. The frequency bands are spaced
along the frequency axis according to the perceptu-
ally based nonlinear Mel scale, in which higher fre-
quencies are represented with lower resolution. In
the fifth step, the log of the energy in these frequency
bands is computed. In the sixth step, the spectral-
domain representation is translated into the cepstral
domain; cepstral features can be obtained by taking
the inverse Fourier transform of the log-power spec-
trum. The cepstral domain representation has the ad-
vantage that the features are less correlated, which is
important in efficient implementation of GMM-based
classifiers. Finally, the cepstral features are weighted
so that the range of all feature values is approximately
equal. This weighting is useful in implementation of
the classifier, although theoretically not required.

C. Perceptual Linear Prediction

Perceptual linear prediction features are similar to
MFCC features in several respects, but there are also
significant differences. PLP features, which are moti-
vated by knowledge of human auditory processing,
can be computed using eight steps. First, the speech
signal at the current frame is windowed using a Ham-
ming window; then, the power spectrum (without the
subsequent log operation) of this windowed speech is
computed. The power spectrum is then warped along
the Bark scale instead of the Mel scale; the Bark scale
approximates properties of human auditory filters. In
the fourth step, the energy in the Bark-scale frequency
bands is changed to compensate for the nonuniform
sensitivity of human hearing at different frequencies.
In the fifth step, the amplitude of the frequency-band
outputs is compressed to approximate the power law
of hearing. In the sixth step, the frequency-band fea-
tures are represented using linear predictive coeffi-
cients (LPC), which allows for a reduction in the num-
ber of features. Finally, these LPC features are
converted to the cepstral domain and weighted in the
same way as MFCC features.

D. Removing Noise: Gepstral-Mean
Subtraction and RASTA

In some cases, the speech signal to be recognized is
recorded in a very controlled, quiet environment. In
more typical cases, the speech occurs in the presence
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of background noise. This noise can be additive,
caused by addition of different sounds, or convolu-
tional, caused by characteristics of the microphone or
telephone channel. If the noise does not vary over
time, then a technique called cepstral-mean subtrac-
tion can be effective in removing convolutional noise
while preserving speech. Implementing CMS is quite
simple: The mean value of a cepstral feature is com-
puted over the duration of an utterance, and this
mean value is then subtracted from each cepstral fea-
ture. By removing any constant information from the
features, nonvarying noise is removed. Another tech-
nique, RASTA, filters the speech over time to remove
both very slow (or constant) as well as very fast com-
ponents of the signal. A modification of standard
RASTA, called lin-log RASTA, attenuates both additive
and convolutional noise.

Vl. BASIC ALGORITHMS
FOR SPEECH PROCESSING

A. Vector Quantization

Vector quantization (VQ) is a technique often used in
the development of ASR systems, and it can be used
in place of GMM- or ANN-based classification of input
features. In training a vector quantization system, the
feature space is divided into clusters of similar data
points, and an identity or category is assigned to each
cluster. In pattern classification, VQ is used to classify
input features as belonging to one of the categories
learned during training.

AVQ system can be trained using an iterative three-
step process, given N vectors (or sets of features) in
the training corpus and C categories to be learned. In
the initialization step, C vectors are chosen from the
N available vectors; each of the Cvectors becomes one
category. This initial selection can be random or based
on the maximum distance between vectors in the cor-
pus. The C categories are assigned unique “code-
words” for identification, and their location is speci-
fied by the assigned vector. The search step processes
all vectors in the training corpus, and computes the
distance between the training vector and each of the
C category locations. A common distance measure is
the squared Euclidean distance, or the sum of the
squared differences of corresponding feature values.
The category with the minimum distance is deter-
mined, and the training vector is assigned to that cat-
egory. In the update step, the location of each cate-
gory is updated by averaging all of the vectors
belonging to that category. The search and update
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steps are repeated until there is no change in the cat-
egory locations, or until the average distance falls be-
low some predetermined threshold.

Given a trained VQ system, a feature vector can be
easily classified by measuring the distance from the
input vector to each of the category locations; the cat-
egory with the minimum distance is the output of the
classifier.

B. Dynamic Time Warping

Dynamic time warping (DTW) is an algorithm that is
used to time-align two sets of feature vectors, where
each set contains the feature vectors for each frame
of a word or sequence of words. DTW requires a dis-
tance measure between two vectors, and the same Eu-
clidean distance measure that is used in VQ can be
used in DTW. In DTW, the frames of one utterance
are assigned to the horizontal axis and the frames of
the other utterance are assigned to the vertical axis.
Then, at each point in the resulting two-dimensional
grid, the distance (called a local distance) is calculated
between the frames corresponding to the point on
the grid.

A greedy-algorithm search is then used to trace the
path with the lowest combined distance score. First, a
cumulative distance is assigned to all firstrow points;
for the first row, the cumulative distance at a point is
the same as the local distance at that point. At each
point in the second row, the cumulative distances
from several points in the first row to the current
point are computed. The cumulative distance to the
higher point is the sum of the cumulative distance to
the lower point and the local distance (or sum of the
local distances if a path with multiple points is con-
sidered) from that lower point to the higher point.
Only points in lower rows that also have lower column
values are evaluated, so that the search result always
proceeds forward in time. Of the several points that
are considered, the lower point with the smallest cu-
mulative distance to the higher point is determined,
and this minimum cumulative distance result is stored
at the higher point. Also, a back-pointer that identi-
fies the location of the lower point (row and column
information) is recorded at the higher point. After all
minimum cumulative distances are computed for the
second row, the search proceeds to the third row. For
each point in the third row, the cumulative distances
from several lower points to the third-row point are
computed, the minimum cumulative distance is de-
termined, and this minimum distance and the back-
pointer are recorded at this third-row coordinate. The
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search continues up through each row, determining
the minimum cumulative distance to a particular point
and recording the results at that point for later use.
When all rows are completed, the ending frame
(or point) with the lowest total distance score is se-
lected. The path from the ending frame to the be-
ginning frame is then determined by inspecting the
back-pointers. This path specifies the best alignment
between the frames of the two speech signals.

Vil. SPEEGH RECOGNITION
BY HIDDEN MARKOV MODELS

A. What Is a Markov Model?

A Markov model (MM) is a state-based model of a process
such as changing weather patterns or changing speech
features. A Markov model can be specified with S states
and connections between some or all of the states.
Each state generates a symbol or observation o*, corre-
sponding to state s at time ¢, and a transition from one
state to the next occurs with some specified probabil-
ity. The transition from one state to the next occurs at
regular clock intervals, with ¢ increasing at each new
time interval until some maximum time 7. It is only
possible to remain in a given state for more than one
time period if that state has a state transition loop from
itself to itself. The state transition probabilities are re-
ferred to using the notation a;, where «; is the proba-
bility of transitioning from state ¢ to state j. In addition
to the state transition probabilities, there are state ini-
tial probabilities, denoted 1r;, of starting in state 7 at the
first time period (when ¢ = 0). Note that because the
values of 7 are probabilities, the sum of all m; equals
1.0, and because each state must transition to some
other state (except at the final state), the sum of a;
over all values of j also equals 1.0 for each state i. A
Markov model is therefore a generator of events; there
is an initial probability of generating o', for each
m, > 0, and probabilities of generating subsequent
observations that are dependent on the values of the
previous state and ;. Because the probability of being
in state s at time ¢ is dependent only on the previous
state 5,1, these types of Markov models are referred to
as first-order Markov models.

B. What Is a Hidden Markov Model?

A hidden Markov model is an extension of a Markov
model in which both the transitions between states
and the observations emitted from each state are prob-
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abilistic. In this case, the probability of emitting ob-
servation o, at state s is referred to using the notation
bs(0,). Note that the number of types of observations
now does not have to equal the number of states; each
state can emit numerous types of observations, each
with a given probability.

For example, in an HMM model of weather phe-
nomena based on barometric pressure, the states may
be associated with different levels of pressure, such as
high, medium, and low pressure. The high-pressure
state will be called H, the medium-pressure state called
M, and the low-pressure state called L. State H may
have an 80% chance of emitting a “sunny” observa-
tion, a 10% chance of emitting a “cloudy” observa-
tion, and a 10% chance of emitting a “rainy” obser-
vation. State M may have a 30% chance of emitting a
“sunny” observation, a 40% chance of emitting a
“cloudy” observation, and a 30% chance of emitting a
“rainy” observation. State L may have a 10% chance
of emitting a “sunny” observation, a 20% chance of
emitting a “cloudy” observation, and a 70% chance of
emitting a “rainy” observation. The probability of tran-
sitioning from state H back to H may be 50%, the
probability of transitioning from H to M may be 45%,
and the probability of transitioning from H to L may
be 5%. Similar transition probabilities can be imag-
ined for states M and L. Given state-initial probabili-
ties, this HMM can now generate any sequence of
“sunny,” “cloudy,” and “rainy” observations.

In a complementary manner, if we are given a se-
quence of “sunny,” “cloudy,” and “rainy” observations
and an existing HMM, we can determine the proba-
bility that this HMM generated these observations. By
computing the probabilities of different HMMs gen-
erating a given sequence of observations, we can se-
lect the HMM with the highest probability, and
thereby perform classification of observations into a
sequence of states. Because an HMM employs both
observation probabilities and state-transition proba-
bilities, the “true” underlying state sequence can never
be precisely determined from a given sequence of ob-
servations; only the most likely state sequence can be
computed. HMMs derive their name from the fact
that the underlying state sequence is never known
with certainty, or is always “hidden.” For example, an
observation sequence of “sunny cloudy rainy” in the
weather phenomena HMM may have been generated
by the state sequence {H, M, L}, the state sequence
{M, M, H}, or any of the other possible three-state
combinations. From the observed data, we can never
determine the state sequence that was used to gener-
ate these observations, but we can determine that the
most likely state sequence is, for example, {H, M, L}.
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An HMM for speech recognition is shown in Fig. 3.
In this figure, each state corresponds to a
(nonunique) phoneme, the observations are the fea-
ture vectors at each frame, and the vocabulary is spec-
ified by only allowing certain sequences of phonemes
with greater than zero probability. Some remaining is-
sues in HMM recognition are then how the best se-
quence of states can be determined (search), and
how the HMM parameters can be learned from the
training data (training).

C. Determining the Optimal
State Sequence of an HMM

The optimal state sequence of an HMM given a set of
feature vectors for each time frame can be computed
using a dynamic programming algorithm called a
Viterbi search. The Viterbi search has two compo-
nents: a forward pass, in which the likelihood of en-
tering each state is computed, and a back-trace step,
in which the optimal path is determined using back-
pointers recorded during the forward pass. The for-
ward pass proceeds frame by frame; at each state in
each time frame, the likelihood of entering that state
at that time is computed from information in the
states at the previous time frame, the transition prob-
abilities, and the observation probabilities. The likeli-
hood of transitioning into the given state j at time ¢ is
the maximum, over all states 7, of the likelihood of be-
ing in state 7 at time ¢ — 1 multiplied by the proba-
bility of transitioning from state ¢ to state j. The like-

time

phoneme )i 2 3 4 5 6 7 8

sil 88 .23 .01 .01 02 34 .68 .89
y 00 82 64 12 16 .01 .00 .00
eh .00 .01 66 78 45 06 .01 .01
S .08 .00 .00 .00 .00 .23 80 12
n 04 23 04 00 .00 .00 .00 .01
ow |.00 .00 .00 .01 .05 .00 .00 .00

Figure 3 An HMM for the isolated words yes and no, showing
the probability of each phoneme at each time frame. The “sil”
states model silence before and after the word.
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lihood of being in state jat time ¢is then the likelihood
of transitioning into this state at time ¢, multiplied by
the probability of the observation at time ¢, o, given
state j. (The probability of observing o, in state j is
written p(o, | j) and is determined from an existing
classifier evaluated on o,.) The likelihood of being in
state jat time ¢is recorded, as is the state ¢ from which
jwas entered; the state information serves as the back-
pointer for tracing the most likely path. After all states
in all frames have been processed, the backward pass
determines the most likely path by going from the
most likely end state at time 7 to the state at time
T — 1 from which the end state was entered (as
recorded in the back-pointer), then from the state at
time 7 — 1 to the state at time 7" — 2, and so on until
the state at time 0 is reached. The output of the Viterbi
search then contains the identity of each state as well
as the times during which each state is occupied.

D. Initializing an HMM

Given an existing HMM, speech recognition can be
performed by connecting different phoneme-specific
HMM states to form words, and using the Viterbi
search to determine the most likely sequence of words.
However, if there are no existing HMMs, they must be
created from training data. The basic training process
can be divided into initialization and iterative train-
ing. It is assumed that the correct sequence of
phonemes in the training data is known. To initialize
an HMM, a number of methods can be used: “flat
start,” manual, or automatic segmentation.

The flat start technique simply divides each train-
ing utterance into P equal-length segments, where P
is the number of (nonunique) phonemes in the ut-
terance. The flat-start technique then assigns the first
segment to the first phoneme in the utterance, the
second segment to the second phoneme, and so on
until all segments have been assigned. Another tech-
nique is to manually segment the utterance and as-
sign the correct phonemes to each segment; this tech-
nique can be highly accurate, but is quite time and
labor intensive. A compromise between flat-start and
manual methods is to perform automatic segmenta-
tion, which typically uses an existing phonetic classi-
fier and a Viterbi search to determine the most likely
phonetic segmentation of a known sequence of pho-
netic states. (Existing classifiers can be obtained from
a number of sources; for example, Japanese data can
be segmented using an English HMM by providing a
mapping between English phonemes and their most
similar Japanese counterparts.)
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Given an initial segmentation, initial estimates of
a;and b,(o,) can be computed from the relative num-
ber of occurrences of each state, and from the feature
vector means and covariance matrices. These esti-
mates can be further refined, as explained in the next
section.

E. Training an HMM: The
Expectation-Maximization Algorithm

The expectation-maximization (EM) algorithm, also
called the Baum-Welch algorithm, can be used to it-
eratively refine initial estimates of HMM parameters,
so that a locally optimum model is computed. The
EM algorithm relies on the computation of several
probability values, including the probability of ob-
serving o4, 09, . . ., o, (where ¢t < 7) and arriving in
state 7 at time ¢; the probability of observing o4, 01,

.., 0,41 and arriving in state ¢ at time ¢ the overall
probability of being in state ¢ at time ¢; and the prob-
ability of being in state i at time {and in state jat time
t + 1. The first of these probability values is denoted
o,(7) and is computed in a manner very similar to the
cumulative likelihood defined for the Viterbi search,
except that instead of selecting the previous state with
the maximum value, the sum of all previous states is
computed. The second probability value is denoted
B,(7) and is computed in a manner similar to o,(¢), ex-
cept that the time frames decrease from 7. The last
two probability values, denoted & (xi) and y (gamma),
can be computed from the values of «, 3, the current
estimates of the state transition probabilities a; and
the current estimates of the observation probabilities
b(0). From & and vy, new estimates of the model pa-
rameters T, a;, and b;(0) can be computed. Then, the
four probabilities «, B, &, and y are recomputed based
on the new estimates of these HMM model parame-
ters. This process is iterated until no further im-
provement in the values of the HMM parameters is
obtained; the final result is a maximum-likelihood es-
timate of the parameters.

F. Context-Dependent Modeling

Because of constraints on the physical movements of
the articulators, the effects of one phoneme can be
observed in neighboring phonemes. This effect of
coarticulation can make classification of phonemes
quite difficult, as a phoneme can have very different
feature values depending on its phonetic context.
Most HMMs use several states per phoneme (with
three states per phoneme being a typical value) to ac-
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count for the change in the speech features over time,
but even a multistate phonetic model does not ac-
count for the variety in the training data that is due
to different phonetic contexts. As a result, many HMM
systems employ what is called context-dependent model-
ing. With context-dependent models, each state in the
HMM is not only associated with a phoneme, but with
a phoneme with both left and right context (a tri-
phone model). For example, a contextindependent
model of the word acoustic may be written as /ah k uw
s t ih k/, with 18 unique states assuming three states
per phoneme. A context-dependent model of this
word may be written as /sil-ah+k ah-k+uw k-uw+s
uw-s+t s-t+ih tih+k ih-k+sil/, where the word is as-
sumed to occur with surrounding silence, and the for-
mat “X-Y+7” indicates that the phoneme Y occurs
with left context X and right context Z. In this case,
there are 21 unique states (with three states per
model), because different models of /k/ are needed
for the different phonetic contexts. Thus, the
context-dependent model has states that are more
specific to each word.

A context-dependent model of the phoneme /eh/
in the context of a preceding /y/ and following /s/
is illustrated in Fig. 4. In this example, a GMM is used
with two Gaussian distributions (mixture compo-
nents) per state. The Gaussian distributions are spec-
ified by a vector of mean values () and a matrix of
covariance values (o) with the dimensions of the vec-
tor and matrix determined by the number of features.
(In this figure, one-dimensional GMMs are illustrated
for visual clarity.) The weight of each distribution is
specified by the mixture component weight ¢. The
transition probabilities indicate that it is more likely
to remain longer in the middle state than in either of
the surrounding states.

Wip Wyp Wro Usp Ujzs

Way
011 Oy 0y1 Oy 031 O3
€1 12 €1 €2 G311 C32

Figure 4 Context-dependent HMM of the phoneme /eh/,
shown with state transition probabilities and two-component
Gaussian mixture models for each state.
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G. Continuous Speech Recognition

The recognition of continuous speech is, at least in
theory, a simple extension of the case of recognizing
discrete words using phoneme models. For recogniz-
ing continuous speech, each word in the vocabulary
is specified in the same way as with isolated word
recognition. The key difference is that the transitions
out of each word-final state point not only to the same
state and a silence model, but also to the word-initial
states of all words in the vocabulary. Conceptually,
then, when a word-final state is exited, the next state
may be the silence model, or it may be the beginning
of any other word. In implementation, several issues
arise with regard to controlling the complexity of the
resulting very large HMM and keeping track of word-
level information. One approach to the complexity is-
sue is to use “null” states at the beginning and ending
of each phoneme HMM. These null states do not gen-
erate or record any observations, and can be entered
and exited during the same time frame. The advantage
of null states is that the word-end states then do not re-
quire separate transitions to each word-beginning state,
but a single transition to the null state. The null states
can then be easily connected from word endings to
word beginnings.

H. Language Models

Until now, we have considered the computation of
the probability of the observed observation sequence,
given the set of HMMs for our vocabulary. If we want
to compute the probability of a sequence of words
given the observation sequence, Bayes’ rule can be
applied, along with a language model:

P(OIW) P(W)

PWI0) = ==

(1)
This equation specifies that the probability of a word
sequence given an observation sequence is equal to
the probability of the observation sequence given the
word sequence, multiplied by the a priori probability
of the word sequence, and divided by the probability
of the observation sequence. The value of P(OIW)
can be computed as the output of the Viterbi search,
and the value of P(W) can be obtained from the lan-
guage model. The value of P(O) is usually ignored, as
P(0) is constant for all word sequences and the rela-
tive probability of the best word sequence will not
change with P(0). In most cases, bigram or trigram lan-
guage models are used. These models simply com-
pute the probability of the current word based on the
occurrence of the previous one or two words. For ex-
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ample, the probability of the word day may be rela-
tively high when the previous word is sunny, but much
lower when the previous word is statistics.

Vill. OTHER APPROACHES TO
STATISTICAL ASR: HMM/ANN HYBRIDS

Traditionally, the observation probabilities in an
HMM, bi(0,), are modeled using a Gaussian mixture
model. In this case, the model contains the means
and covariance matrices of each feature vector for
specifying a single Gaussian distribution, and weights
for determining the relative contribution of several
Gaussians to the final model. Another approach to
computing the observation probabilities uses artificial
neural networks. It has been shown that, given suffi-
cient training data, complexity of the ANN configu-
ration, and training time, the posterior probabilities
of the output classes (which are context-dependent
phonemes in the case of ASR) are estimated from the
input features; this posterior probability can be writ-
ten as p(c | o), where ¢ is a phonetic class and o is a
given observation vector. An HMM, however, requires
estimation of p(o | ¢), and so Bayes’ rule can be ap-
plied by dividing the neural network outputs by the a
priori likelihood of each class to arrive at scaled esti-
mates of p(o | ¢). When an ANN is used to estimate
the observation probabilities, the resulting system is
referred to as an HMM/ANN hybrid.

The use of ANNs in estimating the observation
probabilities yields several benefits, including fast ex-
ecution time and discriminative training. Further-
more, implementation of efficient GMM models re-
quires that the input feature elements be
uncorrelated; ANN training, on the other hand, al-
lows correlation between the features. The advantages
of ANNs are offset by some disadvantages, including
longer training time and the inability to modify the
properties of one output class without retraining the
entire system. The choice of whether to use GMMs or
ANNSs is dependent on several factors related to the
type of system that is being developed.

IX. SUMMARY

A. Successes and Weaknesses
of Automatic Speech Recognition

Research during the past several decades has resulted
in notable progress in the development of ASR systems.
In the 1970s, recognition of isolated words was a major
advance; in the 1980s, connected-word recognition was
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possible. Just prior to 1990, state-of-the-art performance
on a 1000-word task was more than 90%, and accuracy
has since increased to 96%. By the early 1990s, accuracy
of more than 90% was attained on vocabularies of 5000
words. Accuracy on speaker-independent conversational
speech has increased from about 10% accuracy in the
early 1990s to about 80% accuracy by the late 1990s.
Transcription of radio broadcasts has attained accuracy
of almost 87%. Currently, speaker-dependent dictation
systems on personal computers have accuracy ranging
from 93 to 98%.

Despite these advances, the state of the art remains
about an order of magnitude worse than human-level
performance. To put the accuracy levels in perspec-
tive, an accuracy level of 95% means that 1 out of
every 20 words will be incorrectly recognized; if there
is an average of 7 words per sentence, with each word
having a 95% chance of correct recognition, then the
probability of correctly recognizing an entire sentence
is only 70%. ASR systems still make errors that no hu-
man would make, and in many cases high levels of per-
formance are only attained for specific tasks such as a
well-known topic domain, speaker-dependent recogni-
tion, or small vocabularies. A system that works ex-
tremely well under one set of conditions will usually
have dramatically worse performance under different
conditions. As the HMM framework has been succes-
sively refined for nearly 20 years, it is not yet clear if
further refinements and additional training data will
be able to provide human-level robustness and accu-
racy, or if new models need to be considered.

B. Why HMMs Are the
Dominant Technology

The field of ASR is dominated by HMM-based recog-
nizers for several reasons. One of the primary reasons
is that the accuracy levels attainable by HMM systems
are often as good as, or better than, accuracy levels at-
tainable by other architectures. One of the reasons
for this higher accuracy is the ability of the HMM to
account for all frames of speech when making pho-
netic (state) decisions; if a few frames have poor prob-
ability estimates, the remaining frames often provide
sufficient evidence to make the correct classification.
Another reason for the success of HMMs is in the
probabilistic modeling of speech; single templates of
“representative” features are not necessary, and the
characteristics of a large number of training samples
can be captured by the model parameters. By using a
state-based framework and the Viterbi search, explicit
phonetic segmentation of the signal is not required.

Speech Recognition

Furthermore, by computing phonetic probabilities di-
rectly from the speech features, the multiplication of
errors found in systems that extract and combine ex-
plicit, high-level features can be avoided. Finally, de-
velopment of an HMM recognizer requires under-
standing of mathematical concepts, but little expert
knowledge about human speech production or hu-
man speech recognition processes or theories. Be-
cause our current knowledge of human spoken lan-
guage processing is imprecise and incomplete, the
HMM framework provides a quantifiable background
for developing recognition systems.

X. FUTURE DIRECTIONS
A. “Should Airplanes Have Wings?"”

In the days before heavier-than-air flight, many of the
attempts at building flying machines modeled the out-
ward characteristic of birds: wings that flapped. Of
course, it was not until the Wright brothers that suc-
cessful flight was achieved, and their airplane’s wings
were immobile. What the Wright brothers understood
and implemented were the principles required to lift
dense objects above the ground, and aspects that are
orthogonal to the principles of flight (such as flap-
ping) were replaced by other functions with equiva-
lent effect, such as motors and propellers. NASA has
now successfully tested airplanes such as the X-33 that
have practically no wings; these airplanes are referred
to as “wingless lifting bodies.”

As Hynek Hermansky, a researcher in the field of
automatic speech recognition, has pointed out with
an airplane analogy, it is not necessary for ASR sys-
tems to mimic all of the functionality of the ear, as
long as the properties important to speech recogni-
tion are preserved. Should, then, an ASR system have
“ears” that mimic human hearing, in the same way
that most airplanes have wings? To what degree should
ASR systems mimic as much of the functionality of the
ear as possible? Alternatively, should ASR be ap-
proached from a purely mathematical perspective,
with no reference to existing (human) speech recog-
nition systems? As Hermansky points out, given that
human speech recognition yields performance dra-
matically superior to current ASR systems, it may be
unwise to ignore knowledge or theories about human
hearing. To continue the analogy, it is unlikely that
the Wright brothers would have successfully devel-
oped a wingless lifting body based on their knowledge
of aerodynamics. It is important, however, to focus on
only those parts of the auditory system that are im-
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portant for speech recognition, and to acknowledge
that our understanding of human audition is far from
complete. Until ASR systems are significantly more
robust, progress might be attained by improving on
and integrating our understanding of the phoneti-
cally relevant components of human hearing. How-
ever, this belief is not universally held within the com-
munity of speech researchers.

B. Possihle New Areas of Research

The field of ASR is ripe for new advances in research
and development; current technology is still inade-
quate in providing robust, high-accuracy results in all
domains, and simple refinement and evolution of ex-
isting systems may not bring about sufficient im-
provement. ASR research may turn in several direc-
tions; some possibilities are representations of the
signal that better convey information about the speech
content, improved probability estimation, more effi-
cient use of training data, incorporation of reliability
measures during phoneme classification, recognition
based on distinctive phonetic features rather than
phonemes as the atomic units, further development
of segment-based recognition, or syllable-based
recognition. However, it is quite possible that major
breakthroughs in performance will be achieved from
research that is entirely fresh and unexpected. Re-
search advances in automatic speech recognition will
not only improve communication between humans
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and computers, but will also improve our under-
standing of how any complex information can be re-
liably conveyed through a noisy medium.

SEE ALSO THE FOLLOWING ARTICLES

Artificial Intelligence Programming e Pattern Recognition e
Voice Communications ® Word Processing
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GLOSSARY

absolute reference A cell reference in a formula
whose location remains the same when copied.

cell The position created by the intersection of a col-
umn and row.

goal seeking The capability of asking the computer
software model what values certain variables must
have in order to attain desired goals. It is a tool
that uses iterative calculations to find the value re-
quired in one cell (variable) in order to achieve a
desired value in another cell.

instant recalculation The recalculation of formulas
whenever values in referenced cells change.

relative reference A cell reference in a formula whose
location adjusts when copied.

spreadsheet A program that allows any part of a rec-
tangular array of positions or cells to be displayed
on a computer screen, with the contents of any cell
able to be specified independently or in terms of
the contents of other cells.

what-if analysis The ability to “ask” the software pack-
age what the effect will be of changing some of the
input data or independent variables.

I. INTRODUCTION

In the realm of accounting jargon a spreadsheet was
and is a large sheet of paper with columns and rows
that lays everything out about transactions for a busi-
nessperson to examine. It spreads or shows all of the
costs, income, or taxes on a single sheet of paper for
a manager to look at when making a decision. An
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IV. APPLICATIONS
V. ACADEMIC RESEARCH

electronic spreadsheet organizes information into
software-defined columns and rows. Data can then be
added by a formula to give a total or sum. A spread-
sheet program summarizes information from many
paper sources in one place and presents the informa-
tion in a format to help a decision-maker see the fi-
nancial “big picture” for a company. In general, the
term spreadsheet is used by information systems pro-
fessionals to categorize programs that allow any part
of a rectangular array of positions or cells to be dis-
played on a computer screen, with the contents of any
cell able to be specified independently or in terms of
the contents of other cells.

Based on sales figures millions of managers, busi-
ness analysts, and professionals around the world cre-
ate spreadsheets each year. Creating spreadsheets is
important in organizations and many mission-critical
corporate decisions are guided by the results of large
and complex spreadsheets. This article is a review, a
discussion, and an exposition of spreadsheets. A brief
history of spreadsheets is provided in the next section
followed by a review of spreadsheet fundamentals and
concepts. Then, spreadsheet applications are dis-
cussed, followed by a review of some academic re-
search in this area.

Il. BRIEF HISTORY

Spreadsheet history begins hundreds of years ago, but
electronic spreadsheets are of much more recent ori-
gin. Some published newspaper and magazine stories
have reported that in 1978 a Harvard Business School
student, Daniel Bricklin, invented the first electronic
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spreadsheet called VisiCalc. Bricklin came up with the
idea for an interactive visible calculator. Bricklin con-
siders Bob Frankston a co-inventor of VisiCalc. The
VisiCalc spreadsheet program was the first major ap-
plication for personal computers.

In the early 1960s, Professor Richard Mattessich pio-
neered computerized spreadsheets for business ac-
counting in a paper published in The Accounting Review.
Some historical information on the computerization of
accounting spreadsheets is discussed on Mattessich’s
web page “Spreadsheet: Its First Computerization
(1961-1964)” at http://www.j-walk.com/ss/history/
spreadsh.htm. Mattessich’s work influenced the com-
puterization of spreadsheets programmed on main-
frame computers, but it is unlikely that it influenced
Bricklin and Frankston. Although some spreadsheet de-
velopment occurred prior to the invention of VisiCalc,
it began the modern spreadsheet era.

The tale of VisiCalc is part myth and part fact for
most of us. The story is that Dan Bricklin was prepar-
ing a spreadsheet analysis for a Harvard Business
School “case study” report and had two alternatives:
(1) do it by hand or (2) use a clumsy time-sharing
mainframe program. Bricklin thought there must be
a better way. He wanted a program where people
could visualize the spreadsheet as they created it. His
metaphor was “an electronic blackboard and elec-
tronic chalk in a classroom.” By the fall of 1978, Brick-
lin had programmed the first working version of his
concept. The program would let users input a matrix
of five columns and 20 rows. The first version was not
very “user friendly” so Bricklin recruited an MIT ac-
quaintance, Bob Frankston, to improve and expand
the program. Frankston expanded the program and
“packed the code into a mere 20K of machine mem-
ory, making it both powerful and practical enough to
be run on a microcomputer.” Dan Bricklin has placed
his version of the history of Software Arts and VisiCalc
on the Web at http://www.bricklin.com/history/
sai.htm.

During late fall of 1978, Daniel Fylstra, founding
associate editor of Byle magazine, joined Bricklin and
Frankston in developing VisiCalc. Fylstra was also an
MIT/HBS graduate. Fylstra was “marketing oriented”
and suggested that the product would be viable if it
could run on an Apple microcomputer. Bricklin and
Frankston formed Software Arts Corporation on Jan-
uary 2, 1979. In May 1979, Fylstra and his firm, Per-
sonal Software (later renamed VisiCorp), began mar-
keting VisiCalc with a prerelease ad in Byle magazine.
The name “VisiCalc” is a compressed form of the
phrase “visible calculator.” VisiCalc became an almost
instant success and provided many businesspeople
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with an incentive to purchase a personal computer. It
was even available on an H-P 85 or 87 calculator from
Hewlett-Packard. About 500,000 copies of the spread-
sheet program were sold during VisiCalc’s product
lifetime. A screen shot of the first version of VisiCalc
is provided in Fig. 1.

A. What Came after VisiCalc?

The market for electronic spreadsheet software grew
rapidly in the early 1980s and VisiCalc was slow to re-
spond to the introduction of the IBM PC, which used
an Intel computer chip. Beginning in September
1983, legal conflicts between VisiCorp and Software
Arts distracted the VisiCalc developers. During this
period, Mitch Kapor developed Lotus and his spread-
sheet program quickly became the new industry
spreadsheet standard.

B. Lotus 1-2-3

Lotus 1-2-3 made it easier to use spreadsheets and
added integrated charting, plotting, and database ca-
pabilities. Lotus 1-2-3 established spreadsheet soft-
ware as a major data presentation package as well as
a complex calculation tool. Lotus was also the first
spreadsheet vendor to introduce naming cells, cell
ranges, and spreadsheet macros. Kapor was the Visi-
Calc product manager at Personal Software for about
6 months in 1980; he also designed and programmed
Visiplot/Visitrend, which he sold to Personal Software
(VisiCorp) for $1 million. Part of that money along

Figure 1 A screen shot of the first version of VisiCalc.



Spreadsheets

with funds from venture capitalist Ben Rosen was used
to start Lotus Development Corporation in 1982. Ka-
por cofounded Lotus Development Corporation with
Jonathan Sachs. Before he struck out on his own, Ka-
por offered to sell Personal Software (VisiCorp) his
initial Lotus program. Supposedly VisiCorp execu-
tives declined the offer because Lotus 1-2-3’s func-
tionality was “too limited.” Lotus 1-2-3 is still one of
the all-time best selling application software packages
in the world.

In 1985 Lotus acquired Software Arts and discon-
tinued VisiCalc. A Lotus spokesperson indicated at
that time “1-2-3 and Symphony are much better prod-
ucts so VisiCalc is no longer necessary.”

C. Microsoft Excel

The next milestone was the Microsoft Excel spread-
sheet. Excel was originally written for the 512K Apple
Macintosh in 1984-1985. It was one of the first spread-
sheets to use a graphical interface with pull-down
menus and a point-and-click capability using a mouse-
pointing device. With its graphical user interface, Ex-
cel was easier for most people to use than the com-
mand line interface of PC-DOS spreadsheet products.
Many people bought Apple Macintoshes so that they
could use the Excel spreadsheet.

When Microsoft launched the Windows operating
system in 1987, Excel was one of the first products to
be released for it. When Windows finally gained wide
acceptance with version 3.0 in late 1989, Excel was Mi-
crosoft’s flagship product. Excel remained the only
Windows spreadsheet program for nearly 3 years and
lacked significant competition from other spreadsheet
products until the summer of 1992. In the late 1980s,
many companies had introduced DOS spreadsheet
products. Spreadsheet products and the spreadsheet
software industry were maturing. Microsoft had joined
the fray with its innovative Excel spreadsheet. Lotus
had acquired Software Arts and the rights to VisiCalc.
Jim Manzi had become CEO at Lotus in April 1986,
and in July 1986 Mitch Kapor resigned as chairman of
the board. The entrepreneurs were moving on. . . .

D. Legal Battles

In January 1987, Lotus Development filed suit against
Paperback Software and separately against Mosaic
Software claiming they had infringed on the Lotus
1-2-3 spreadsheet software. In a related matter, Soft-
ware Arts, the developer of the original VisiCalc
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spreadsheet software, filed a separate action against
Lotus claiming that Lotus 1-2-3 was an infringement
of VisiCalc. Briefly, Lotus won the legal battles, but
lost the “market share war” to Microsoft. According to
Russo and Nafziger, “The Court granted Lotus’ mo-
tion dismissing the Software Arts’ action and con-
firming that Lotus had acquired all rights, including
all claims, as part of the earlier transaction.” Most
people have probably forgotten the Lotus clones
called TWIN and VP Planner. TWIN and VP Planner
were designed to work like Lotus 1-2-3. Advertising
proclaimed that the TWIN software product “offers
you so much more, for so much less.”

Russo and Nafziger note “Both Mosaic’s TWIN and
Paperback’s VP Planner had most of the same features,
commands, macro language, syntax, organization and
sequence of menus and messages as Lotus’ 1-2-3. Their
visual displays were not however identical to 1-2-3 or to
each other. Both TWIN and VP Planner reorganized
and placed their respective menus, sub-menus, prompts
and messages on the bottom of the screen.”

On June 28, 1990, Judge Keeton of the Federal Dis-
trict Court in Boston upheld the copyright of the Lo-
tus 1-2-3-user interface. The Court ruled that “[t]his
particular expression of a menu structure is not es-
sential to the electronic spreadsheet idea, nor does it
merge with the somewhat less abstract idea of a menu
structure for an electronic spreadsheet. ... [T]he
overall structure, the order of commands in each
menu line, the choice of letters, words, or ‘symbolic
tokens’ to represent each command, the presentation
of these symbolic tokens on the screen, the type of
menu system used, and the long prompts—could be
expressed in a great many if not literally unlimited
number of ways.” Lotus Dev. Corp. v. Paperback Software
Int’l, 740 F. Supp. 37, 67 (D. Mass. 1990). Essentially,
the court stated that the developers of TWIN and VP
Planner products had other design choices available
to them, but chose instead to inappropriately copy
the Lotus 1-2-3 interface. In the late spring of 1995,
IBM acquired Lotus Development and Microsoft Ex-
cel had become the spreadsheet market leader.

Ill. FUNDAMENTALS AND CAPABILITIES

Spreadsheet software allows users to manipulate work-
books. A spreadsheet workbook can contain one or
more worksheets. A worksheet contains many rows
and columns. A hierarchical overview of spreadsheet
concepts is presented in Fig. 2.

Typically, the rows in the worksheet are numbered
sequentially (1, 2, 3, 4, etc.) and the columns in the
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Figure 2 Overview of spreadsheet concepts.

worksheet are identified by the letters of the alphabet
(A, B,C, ..., Z, AA, AB, etc.), as shown in Fig. 3. The
rectangular elements formed by the intersection of
columns and rows are known as cells. Each cell is
unique and can be identified by its address or its refer-
ence, that is, the letter of its column followed by the
number of its row. For example, in Fig. 3, the address
of the highlighted cell is C5, since column C and row
5 intersect to form the cell.

A. Cell Contents

A user can type text, labels, numbers, or values into
cells or, more importantly, a user can type formulas

into cells. A formula is a mathematical expression that
may contain numbers, cell addresses, mathematical
operators (+, addition; —, subtraction; *, multiplica-
tion; /, division; /, exponentiation), and parentheses.
When a user types a formula in a cell, the spreadsheet
software computes the formula by substituting the val-
ues contained in the cells referenced in the formula
and displays the result of the computation in that cell.
Figure 4 illustrates this by using an example of a car
loan analysis done in Microsoft Excel. In the example,
the cost of the car is entered in cell C3, the down pay-
ment is entered in cell C4, and a formula (=C3—C4)
is entered in cell C6. The spreadsheet software com-
putes the formula by substituting the values contained
in the cells referenced (i.e., 28000 for C3 and 4000
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Figure 3 A screen-shot of Microsoft Excel.

for C4) and displays the result of the computation
(28000 — 4000 = 24000) in cell C6.

B. Built-In Functions

To complete the car loan analysis and to compute the
monthly payment, the user needs to perform a com-
plex calculation that takes into consideration the an-

nual interest rate as well as the time period for pay-
ing back the loan. Typically spreadsheet software has
the ability to perform complex calculations through
the use of builtsiin functions or @ functions (Lotus
1-2-3 terminology). Builtin functions process one or
more values known as arguments or parameters and
output a single resultant value similar to the definition
of a function in mathematics. Spreadsheets provide
functions for financial, date and time, math and
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trigonometry, statistical, lookup and reference, data-
base, and engineering computations. Typically, built-in
help features are a good source of information on the
different kinds of functions available.

For the monthly payment to be computed, the
spreadsheet has to process the loan required, the in-
terest rate, and the time period for paying back the
loan. In the example illustrated in Fig. 4, a builtin
function is entered in cell C11 [=PMT(C8/12,C9,
C6)] for computing the monthly payment. The an-
nual interest rate is in C8, the time period in months
is in C9 and the loan required is in C6. The result of
the computation performed by the PMT built-in func-
tion is displayed in CI1.

C. Cell Formatting

A user can format cells to better convey the signifi-
cance of the contents to the audience. In the car loan
analysis example (Fig. 4), the dollar amounts have
been formatted using the Currency format and the
cell containing the interest rate has been formatted
using the Percentage format. Some of the other for-
mats available include the text, the date, and user-
defined formats. To enhance the appearance of the
worksheet, a user can format the borders, patterns,
colors, and fonts of cells. Column widths can be ad-
justed, row height can be changed, and the text can
be aligned horizontally as well as vertically as needed
in the cells. Modern spreadsheet software even has
the ability to orient the text in the cells at any angle.

D. Instant Recalculation

Returning to the car loan example, if the user wants
to reduce the monthly payment by putting more
money down ($6000 instead of $4000), all the user
needs to do is type the new value into cell C4. As soon
as the user types the new value ($6000) into cell C4,
the spreadsheet software changes the loan required
to $22,000 and the monthly payment drops to $526.83.
Whenever a value is changed, spreadsheet software
immediately recalculates and changes the values of all
formulas that depend on the new value. This is a very
important feature of spreadsheet software and is
known as the instant recalculation feature.

Even though the formulas have been set up using
one particular set of values, values can be changed
and the results obtained for any new situation that a
user wants to examine. To put it in simpler terms,
once a worksheet has been set up to analyze a partic-
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ular car loan, it can be used to analyze any car loan.
Hence, we have a model of a decision-making situa-
tion instead of just calculations for one particular
decision-making situation. If we examine the car loan
example in terms of a mathematical model, we have
independent variables (cost of the car, down payment,
time period), intermediate variables (loan required),
uncontrollable variables (interest rate), and depen-
dent variables (monthly payment). Spreadsheet soft-
ware allow users to establish mathematical relation-
ships between all of these variables.

E. What-If Analysis?

Once a mathematical model is built, a user can very
quickly find out the impact of changes in indepen-
dent variables on the dependent variables and can
then make informed decisions. This is possible due to
the instant recalculation capability of the spreadsheet
software. In the car loan example, a user could easily
determine the answer to questions like these: What is
the impact of increasing the down payment by $2000?
What is the reduction in the monthly payment if the
loan is paid back in 5 years instead of 4 years? What
is the impact of cutting the cost by going with fewer
options? An analysis that allows us to change the in-
dependent variables and examine the impact on de-
pendent variables is known in general as a what-if
analysis. For example, a marketing executive should
be able to answer the question, what is the impact of
an increase in advertising expenses of 20% on sales?
To summarize, what-if analysis is the capability that al-
lows users to “ask” the software package what the ef-
fect will be of changing some of the input data or in-
dependent variables in a model.

Closely related to what-if analysis is the concept of
scenario management. A scenario is a set of values that
a spreadsheet saves and can substitute automatically in
a worksheet. Users can use scenarios to forecast the
outcome of a worksheet model. Users can create and
save different groups of values on a worksheet and
then switch to any of these new scenarios to view dif-
ferent results. Users can compare the results of several
scenarios side by side and make informed decisions.

F. Goal Seeking

Goal seeking allows a user to calculate the value of an
independent variable needed to achieve a certain value
or goal of a dependent variable. It is a tool that uses
iterative calculations to find the value required in one
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cell (variable) in order to achieve a desired value in an-
other cell. A common use of the goal-seeking feature
in a spreadsheet is to calculate a break-even quantity.

Examples of questions to which a goal-seeking ca-
pability would give us answers are as follows: What
should the cost of the car be for the monthly payment
to be $500? What should I spend on advertising to re-
alize sales of $50,000 this quarter?

G. Relative and Absolute Addressing

Consider the car loan analysis again. The user wants
to compare two car loans side by side to get a better
idea of the trade-off involved. Instead of retyping the
entire model, the user may use the spreadsheet soft-
ware’s copy operation. This allows the user to make a
copy of a series of cells and place a duplicate of those
cells in another area of the spreadsheet. Copying is
generally a two-step process. First, a user highlights
(selects) the data that should be copied and then
picks the appropriate items from the menu for copy-
ing the data over to the clipboard (computer’s mem-
ory). After that, the user selects the cell(s) that are to
be the destination for the data and then picks the ap-
propriate menu items for pasting the data from the
clipboard. Figure 5 illustrates the car loan example af-
ter the user has copied data to column D.

If the second car costs $30,000, all the user needs
to do is to type in the new cost in the cell for the cost

X Microsoft Excel - Car Loan Analysis 2 xls
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of the new car (D3). As soon as the user enters the
value of 30000 into cell D3, the loan required in cell
D6 and the monthly payment in the cell D11 are in-
stantly recalculated as $26,000 and $622.60. Even
though the user had initially designed the model in
column C, when the cell contents are copied over to
column D, a model independent from the initial
model is copied into column D. The dependent vari-
able in column D depends on the independent vari-
ables and the intermediate variables in column D but
not column C. If one examines the formula in cell
D6, it is now actually (= D3 — D4), even though the
original formula copied was = C3 — C4. The spread-
sheet software has modified the formula when copy-
ing, according to the concept of relative addressing.

For the purposes of copying, the concept of rela-
tive addressing interprets a formula in terms of the
relative positioning of the cells referenced in the for-
mula with respect to the cell containing the formula.
This relative positioning is maintained when the for-
mula is copied into the new cell. Obviously, this fea-
ture is very important for increasing the productivity
with which a user can build a complex worksheet. In
certain situations a user may want a formula to con-
tain a cell reference that should not change when the
formula is copied to other cells. A user can do this by
using absolute cell references. Figure 6 illustrates ex-
amples of formulas containing relative addressing and
absolute addressing and the resulting formulas when
these are copied to other cells.
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Figure 5 Car loan analysis illustrating

the concept of relative addressing.
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Figure 6 Relative and absolute addressing.
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H. Data Visualization and Decision Support

Modern spreadsheets make use of graphical user in-
terfaces and allow users to perform sophisticated data
visualization. Data visualization is an important tech-
nique for gathering “information” from data and as-
sisting decision making. Some of the data visualiza-
tion techniques that modern spreadsheets allow users
to perform are graphing, data mapping, and visual
spreadsheeting. These techniques are briefly de-
scribed in the following subsections.

1. Graphing or Charting

Electronic spreadsheets allow us to visualize data in a lot
of ways. One of the most important ways of visualizing
data is by means of charting. Charting or graphing in
spreadsheets is very simple. A user selects the data that
have been graphed and then picks the appropriate
commands from either the menu or the toolbar. Very
often, userfriendly wizards guide the user through the
process of setting up the graph. These wizards show a
preview of the graph while providing dialog boxes for
users to manipulate the settings of the graph.

A user can choose from several graph types in-
cluding column, bar, line, pie, XY, area, surface, and
bubble. The user can also combine some of these
graph types. A user can pick the graph type that most
effectively conveys the inherent nature of the data.
For example, it is useful to visualize trends in time se-

ries data by using a line graph. XY graphs are useful
for depicting statistically related data. Pie graphs are
useful for the visualization of percentage-based allo-
cations. Certain spreadsheets even offer the capability
of drawing three-dimensional charts.

Typically, independent variable data to be graphed
on the horizontal axis are specified as X-Series data.
Dependent variable(s) data are specified as data se-
ries 1, 2, 3, and so on. The user can enter a chart ti-
tle, subtitles, axis titles, and legends. Scales, major
ticks, minor ticks, the order of the data, and the po-
sitioning of the titles can be specified too. Sophisti-
cated spreadsheet software like Excel allows the user
to add trend lines and perform linear regression on
the data by using just a simple right-click of the mouse
on the chart data.

After a graph is set up, if the user changes any data
in the worksheet, the instant recalculation feature of
the spreadsheet recalculates all the formulas in the
worksheet and updates the graph to reflect the new
values. This capability allows users to conduct what-if
analyses and study the impact of changes in the inde-
pendent variables on a series of dependent variables
to gain valuable insight into a situation. Such capa-
bilities are enormously useful for sound decision mak-
ing. Figure 7 contains a graph that has been created
using the Microsoft Excel software. It depicts the stock
price of Amazon Corp. over a 3-month period. The
daily high, low, and closing stock prices are plotted us-
ing the stock graph type.
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Figure 7 Graph created using Excel.

2. Data Mapping

A simple geographic information system (GIS) or a
spatial decision support system can be implemented
using a sophisticated spreadsheet like Microsoft Ex-
cel. Data mapping is as simple to perform as data
charting. A user should enter labels for geographic
regions like state names, county names, or zip codes
and the regional data values in a tabular form. Once
the appropriate data are selected, simple clicks on the
menu or the toolbar will lead to userfriendly dialog
boxes that guide the user through the process of set-
ting up the maps. A gray-scale map of the United
States depicting the population in the year 1990 is
presented as an example in Fig. 8.

3. Visual Spreadsheeting
Using Influence Diagrams

An influence diagram provides a graphical presenta-
tion of the relationships in a model. Arrows are used
to depict the influence of certain variables on other
variables. The direction of the arrow indicates the di-
rection of the influence. Typically, rectangles are used
to represent independent or decision variables, cir-
cles are used to represent uncontrollable or interme-
diate variables, and ovals are used to represent de-
pendent or outcome variables. An influence diagram
can be drawn using the drawing toolbar that allows
users to superimpose geometric shapes on a work-

sheet. Such diagrams allow the visualization of rela-
tionships between variables in a model that would
normally be hidden inside formulas. An influence di-
agram for the car loan analysis previously discussed is
presented in Fig. 9.

4. Spreadsheets as DSS Generators

Computer-based information systems that combine
models and data to enable users to solve semistruc-
tured problems with extensive interactivity are typi-
cally referred to as decision support systems (DSSs).
An integrated software package that provides capabil-
ities for building specific DSSs quickly, inexpensively,
and easily is known as a DSS generator. Two broad ap-
proaches can be identified in the evolution of DSS
generators: one is that of special-purpose languages
initially developed for mainframes and second is that
of PC-based integrated software systems.

Many commercial DSS generators evolved from fi-
nancial planning systems with special-purpose lan-
guages modeled on natural language processing, such
as Interactive Financial Planning System (IFPS) and
Encore! Some others have roots in database manage-
ment systems (DBMSs) such as Nomad and Encore.

Spreadsheets are DSS generators in the sense that
they allow decision situations to be modeled quickly,
inexpensively, and easily. Data can be manipulated by
using models, what-if analyses can be performed, and
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Figure 8 Gray-scale map of the United States depicting 1990 population.

results can be visualized in tables or by using graphs
and maps. Users with spreadsheets can solve semi-
structured problems using all of the capabilities de-
scribed earlier.

l. Macros and Add-Ins

To increase the productivity of a person using a spread-
sheet, spreadsheet software allows automation of tasks
through the use of macros. A user records a macro by
turning the macro record feature on and then per-
forming the steps that are to be recorded. Once a
macro is recorded it can be played back to make the
computer perform as if the user is repeating the tasks
again. Sophisticated users can write their own macros
in the spreadsheet software’s macro programming
language or edit the macros that have been recorded.
Once the macros are recorded or written, they can be
saved as templates or add-ins and then imported into
other workbooks.

Visual Basic for Applications (VBA) is the common
development language and environment found
throughout Microsoft Office including Microsoft Excel
and other VBA-enabled third-party applications. By pro-
viding a common development language and environ-
ment, Microsoft and other software vendors who license
VBA for their applications enable developers to focus
on the functionality of the applications instead of learn-
ing a new language for each application they incorpo-

rate into their solutions. Visual Basic for Applications is
very similar to the Visual Basic programming language
that developers use for developing applications for the
Windows operating system and to VBScript that people
use for serverside scripting of active server pages and
clientside scripting in Internet Explorer.

In addition to allowing developers to write macros
in the macro program language, certain spreadsheets
even allow modules written in other programming
languages to be included as add-ins to enhance its ca-
pabilities. This capability of spreadsheet software to
“add in” modules has spawned an entire industry that
develops software designed to enhance the function-
ality of spreadsheets. Table I lists some add-ins that
are available for Microsoft Excel spreadsheet along
with the functionality enhanced or provided.

According to Fylstra et al., since its introduction in
February 1991, the Microsoft Excel Solver has become
the most widely distributed and almost surely the most
widely used general-purpose optimization modeling
system. A brief description of the capabilities of this
popular and useful add-in along with an illustrative
example are provided in the following subsection.
The subsection after that describes the use of the
Analysis ToolPak statistical data analysis add-in.

1. Solver

Solver is an add-in that can be called from the menu
of the spreadsheet program to determine the maxi-
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Figure 9 Influence diagram of a car loan analysis model.

Table | Partial List of Add-Ins Available for Microsoft Excel

Add-in

Description

Access Links Add-in
Analysis ToolPak

Analysis ToolPak-VBA
AutoSave

Conditional Sum Wizard
File Conversion Wizard
Internet Assistant Wizard
Lookup Wizard
Microsoft Query

ODBC

Report Manager
Solver Add-in

Template Utilities
Template Wizard with Data Tracking
Update Add-in Links

Web Form Wizard

Allows you to use Microsoft Access forms and reports with Excel data tables.

Adds financial and engineering functions, and provides tools for performing statistical
and engineering analyses.

Adds Visual Basic functions for the Analysis ToolPak.

Saves workbook files automatically.

Helps you create formulas to sum selected data in lists.

Converts several spreadsheet files to Excel format in one step.

Converts Excel tables and charts to HTML files.

Finds values at the intersection of a row and column based on known values.

Retrieves data from external database files and tables using Query. [This add-in is
used only when saving files in Microsoft Excel 97 and 5.0/95 (Windows) or
Microsoft Excel 98 and 5.0/95 (Macintosh) format, or for backward compatibility
for Visual Basic.]

Adds worksheet and macro functions for retrieving data from external sources with
Microsoft ODBC. [This add-in is included in Excel 97 (Windows) or Excel 98
(Macintosh) only for backward compatibility; for programmatic data access, use
DAO.]

Prints reports based on views and scenarios.

Calculates solutions to what-if scenarios based on adjustable cells, constraint cells, or
cells that must be maximized or minimized.

Contains utilities used by Excel templates.
Creates a template to export worksheet data to a database.

Updates links in Excel version 4.0 add-ins to directly use Excel 97 (Windows) or Excel
98 (Macintosh) functionality.

Helps you create an HTML form based on an Excel spreadsheet.




182

mum or minimum value of one cell by changing an-
other cell or a group of cells. For example, a user may
ask Solver to figure out the advertising expenditures
that generate the most profit. The cells that are se-
lected must be related through formulas on the work-
sheet. According to its on-line documentation, Mi-
crosoft Excel Solver uses the generalized reduced
gradient nonlinear optimization code developed by
Leon Lasdon, University of Texas at Austin, and Allan
Waren, Cleveland State University. Linear and integer
problems use the simplex method with bounds on the
variables, and the branch-and-bound method, imple-
mented by John Watson and Dan Fylstra, Frontline
Systems, Inc.

Figure 10 illustrates an example of a product-mix
decision that has been solved using Excel’s Solver.
The decision involves choosing the amounts to pro-
duce of two different products (cases of juice glasses,

Spreadsheets

cases of wineglasses). The demand for juice glasses is
forecasted at 800 units and the demand for wine-
glasses is forecasted at 1200 units. The production
quantities should not exceed these forecasts (con-
straints). The net contribution from producing and
selling each of these glasses is given. The decision-
maker has taken into consideration two capacity lim-
itations: the warehouse area where the products
are stored and the machining time available. The
decision-maker wants to figure out the quantities to
produce of each product to maximize the profit gen-
erated without violating the capacity and the demand
constraints. Figure 10 shows the Solver parameters
where all this information is specified and also depicts
the solution generated. Setting up the parameters is
a simple exercise wherein a user clicks the relevant
text box in the dialog box and selects the appropriate
cells in the worksheet.
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Figure 10 Solution to a product-mix problem generated by Excel’s Solver.
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2. Analysis ToolPak

Microsoft Excel provides a set of data analysis tools—
called the Analysis ToolPak—that can be used to de-
velop complex statistical analyses. A user provides the
data and parameters for each analysis; the tool uses
the appropriate statistical or engineering macro func-
tions and then displays the results in an output table.
Some tools generate charts in addition to output ta-
bles. Model specification is simple and is done by us-
ing wizards. Figure 11 illustrates the use of multiple
regression analysis on bread sales data. A user is study-
ing the relationship between the price of bread,
amount spent on advertising, and the sales.

IV. APPLICATIONS

Decision support including resource allocation, esti-
mation, budgeting, and mathematical optimization
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account for the majority of spreadsheet applications.
In addition, spreadsheets can be used for other busi-
ness, government, and personal applications. Com-
mon examples of applications developed in spread-
sheet software include these:

¢ Financial investment analysis

¢ Pro-forma financial statement preparation
¢ Expense calculation and reporting

¢ Tax records and calculation

e Sales reporting and analysis

¢ Cash flow analysis

¢ Cost-benefit analysis.

As mentioned in the introduction, millions of business
analysts, managers, and professionals around the world
create spreadsheets each year. To get an idea of some
of the current applications, a search was performed in
the ABI/INFORM Global database covering periodicals
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published in 1998-1999 for the criteria “spreadsheets
and applications” in the citation and abstract fields.
Some representative applications resulting from the
search are summarized below. Table II contains the ci-
tations to the works described below.

Jackson and Staunton describe two applications of
quadratic programming in finance. They show how,
in the presence of inequality constraints, Excel’s
Solver can be used to find the optimal weights in both
quadratic programming applications. A direct ana-
Iytic solution is implemented for generating the effi-
cient frontier when there are no inequality constraints
using the matrix functions in Excel. They show how
Visual Basic for Applications can be used to program
such tasks, confirming that techniques that were the
preserve of dedicated software only a few years ago
can now be easily replicated using Excel.

Friend and Ghobbar demonstrate that spreadsheets
provide a low-cost alternative to businesses interested
in implementing materials requirements planning sys-
tems. The effective use of MRP is shown as a first step
in the search for continuous improvement in mainte-
nance and inventory control. The design for these
MRP spreadsheets is based on data received from an
airline inventory system survey.

According to Vellani, crime analysis is the study of
crime information to assist in decision making and to
enhance crime prevention and security programs. For
the property manager, crime analysis is the logical ex-
amination of crimes that have penetrated a property’s
preventive plans and the application of revised poli-
cies and preventive measures that will hopefully lessen
the recurrence of these crimes. Once the collection
of relevant information is complete, it is time to con-
duct the crime analysis. The simplest method for data

Table Il

Representative Works of Spreadsheet Applications
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analysis is to use a spreadsheet software program, al-
lowing for easy maintenance of the data and avoiding
paper clutter.

Baker describes the application of spreadsheets to
the assortment problem. Similar items of different
sizes are required on a regular basis, but it is imprac-
tical to stock each of the different sizes. Demands for
a size that is not stocked must be met by supplying the
nearest acceptable size that is stocked, resulting in in-
creased cost of trim wastage. A spreadsheet model is
used to solve the problem in such a way that showing
precedents on the spreadsheet results in the basis tree
for the shortest or longest path solution being drawn
without the need for special software.

Ruggiero argues that the versatility of a spread-
sheet makes it a useful tool for market analysis. Spread-
sheets allow complex calculations to be performed
with market data and provide the ability to quickly
test, chart, and print the results of many what-if sce-
narios. Using the programmability of the modern
spreadsheet, it is possible to mechanize complex ideas
and prototype these applications quickly. This paper
illustrates how to use a simple spreadsheet program
(Microsoft’s Excel) to test ideas and help build trad-
ing systems.

Erenguc and Erenguc describe an optimization-
based audit-planning model, which was developed and
implemented to formulate a biennial audit plan for
the University of Florida. The model’s objective is to
formulate an audit plan that maximizes the total risk
coverage while satisfying system constraints such as
available auditor hours, minimum number of audits to
be conducted, and the distribution of total audit effort
between various types of audits. The objective function
to be optimized is obtained by performing a risk analy-

1. Jackson, M., and Stanton, M. D. (December 1999). Quadratic programming applications in finance using Excel. The Journal of

the Operational Research Society.

2. Friend, C. H., and Ghobbar, A. A. (1999). Extending Visual Basic for applications to MRP: Low budget spreadsheet alternatives
in aircraft maintenance. Production and Inventory Management Journal.

3. Vellani, K. H. (September/October 1999). Crime Stoppers. Journal of Property Management.

4. Baker, B. M. (April 1, 1999). A spreadsheet modeling approach to the assortment problem. Furopean Journal of Operational

Research.

5. Ruggiero, M. A,, Jr. (April 1999). Trading in a spreadsheet. Futures.
6. Erenguc, N. S., Erenguc, S. S. (July/August 1998). Optimization-based audit planning: A spreadsheet modeling approach.

Internal Auditing.

7. Gyorki, J. R. (February 5, 1998). Simulating motor performance. Machine Design.
8. Hegji, C. E. (1998). A spreadsheet application of Dorfman and Steiner’s rule for optimal advertising. Managerial and Decision

Economics 19.

9. Haussmann, W. (January 1998). Custom control runs instruments from Excel. Test & Measurement World.
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sis. The constrained optimization model is formulated
as a spreadsheet application and solved using the
Solver module of Microsoft’s Excel.

According to Gyorki, when selecting motors, de-
signers typically refer to manufacturers’ data sheets.
However, designers can enter manufacturer-supplied
data into a spreadsheet application to calculate addi-
tional parameters, simulate motor performance
graphically, and compare motor efficiency under vary-
ing conditions.

A paper by Hegji shows how a computer spreadsheet
can be used to demonstrate the Dorfman and Steiner
rule for optimal advertising. In their article, Dorfman
and Steiner link optimal advertising to product price by
a rule relating marginal advertising revenue to price
elasticity of demand. The rule provides a simple guide
for the overall utilization of firm resources.

Haussmann describes a situation wherein a spread-
sheet macro language is programmed to control in-
struments and move data directly into a spreadsheet.
With a VB add-on, ASCII command strings can be
sent to control instruments through serial or other
ports. The custom code allows the tester to pass I/O
parameters and controls more than one instrument.

V. ACADEMIC RESEARCH

The premier source for information on spreadsheet
research is edited by Ray Panko of the University of
Hawaii at http://panko.cba.hawaii.edu/ssr/. His site,
called Spreadsheet Research, is a repository for re-
search on spreadsheet development, testing, use, and
technology. It has detailed abstracts for papers and
some full papers. Most of the research focuses on
spreadsheet errors because this is a very active re-
search area and Panko’s area of expertise.

What do we know about spreadsheet errors? Panko
summarizes results from more than 20 research stud-
ies including field audits, cell entry experiments, de-
velopment experiments, and code inspection experi-
ments. Uncorrected errors seem to occur in about
10% to 25% of spreadsheet applications.

Panko summarizes a number of studies. The fol-
lowing two seem the most important. Davies and Ikin
examined 19 spreadsheets from 10 developers that
were being used in 10 different firms. Four of the
spreadsheets (21%) were found to have serious quan-
titative errors; 74% had structural problems; 68% had
inadequate documentation. One error resulted in an
inappropriate $7 million funds transfer between divi-
sions. Cragg and King inspected 20 spreadsheets that
were being used in 10 firms. Their audit found seri-
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ous errors in 5 of the spreadsheets (25%). Developers
and managers are generally overconfident about the
accuracy of spreadsheets.

Some research has been done on the prevention
and detection of spreadsheet errors. A web site at
http://www.gre.ac.uk/~cd02/iirg/webspred.htm
maintained by David Chadwick reports a pilot study
that found error awareness, improved spreadsheet
building methodologies/techniques, improved ad-
ministration/control of spreadsheet developments,
improved methods of costing errors, and audit time
helped prevent and detect spreadsheet errors.

Research indicates spreadsheets often have errors.
Many consulting and accounting firms caution clients
about end-user-developed spreadsheet applications. A
marketing-oriented web page at KPMG UK concludes
“reports based on spreadsheets, databases and PC
based systems may be unreliable and thus decisions
based on them may be incorrect.”

Most prescriptions for improving spreadsheet de-
velopment and reducing errors have focused on mod-
ular construction, having an assumptions section for
inputs, and using cell protection. Some controversy
surrounds whether an assumption section reduces or
increases errors. Clearly, linking data from an as-
sumptions section makes the spreadsheet more com-
plex and hence more subject to inadvertent errors. A
related prescription by Panko is to “require develop-
ers to write out and critique all non-trivial formulas,
doing calculations by hand, and then replicating these
calculations with the formula typed into the spread-
sheet.” Finally, proper documentation seems to re-
duce the likelihood of errors in spreadsheets.

Interactive visible calculators have changed how
managers, business analysts, and many professionals
perform their jobs. The quality and quantity of fact-
based analyses have increased in the 1980s and 1990s.
Spreadsheets are an accepted tool that all business
students learn and many professionals need to master.

SEE ALSO THE FOLLOWING ARTICLES

Accounting ¢ Desktop Publishing ¢ End-User Computing
Tools ® Marketing ® Public Accounting Firms e Sales ® Ser-
vice Industry ® Word Processing
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[. A BRIEF HISTORY OF SPSS
[I. OVERVIEW OF THE DEVELOPMENT OF SPSS
[1l. SPSS COMPARED AND CONTRASTED WITH OTHER
SOFTWARE

GLOSSARY

data Information, especially information organized
for analysis or used as the basis for a decision.

data analysis Usually the statistical processing of in-
formation, especially the handling of information
by computer in accordance with strictly defined
systems of procedure.

database Typically an application software that allows
for the input and/or importation of information
that is arranged for ease and speed of retrieval.

data screening The process of verifying the correct-
ness and completeness of data files by using a vari-
ety of statistical and/or graphical techniques.

module A piece of software that is added on to the
SPSS Base System to enhance statistical or graphic
capabilities of the user’s SPSS system. Many of the
modules have a specific application utility.

SPSS (Statistical Package for the Social Sciences) A
statistical software package for entering, storing,
and analyzing various types of data and construct-
ing tables, graphs, and charts.

statistic An estimate of a parameter, as of the popu-
lation mean or variance, obtained from a sample.

STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES
(SPSS) is a modular data management and analysis ap-
plication created and produced by SPSS, Inc., in
Chicago, Illinois. Among its features are modules for
statistical data analysis, including descriptive statistics
such as plots, frequencies, charts, and lists, as well as
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IV. OVERVIEW OF SPSS CAPABILITIES
V. OTHER FEATURES OF SPSS
VI. CONCLUSION

sophisticated inferential and multivariate statistical
procedures like analysis of variance (ANOVA), factor
analysis, cluster analysis, and categorical data analysis.
Currently SPSS is supported by a number of platforms
including Windows, Mac, Mainframe/Mini, and Unix.
SPSS is designed generally for the storage and ma-
nipulation of alpha-numeric data and specifically for,
but not limited to, use with social science data. SPSS
allows users to input, store, manipulate, and analyze
alpha-numeric data. Originally designed for use with
powerful mainframe computing systems, SPSS is now
available for use with both Windows and Macintosh
platforms. Owing to the advancement in micro-
processor capabilities, the power of SPSS data storage
and analysis capabilities are now available to students
and others on their personal workstations without the
intense support of mainframe computers or sophisti-
cated technical staff.

I. A BRIEF HISTORY OF SPSS

The forerunner to today’s versions of SPSS was devel-
oped in the late 1960s. By 1968 three Stanford Uni-
versity graduate students, Norman H. Nie, C. Hadlai
Hull, and Dale Bent had developed their first version
of SPSS. Operating exclusively on large mainframe
computing systems through the late 1960s and the
1970s, SPSS was not compatible for use with personal
computers until 1984. In 1984 SPSS, which was now a
growing corporate entity headquartered in Chicago,
introduced SPSS/PC+, a useful but underpowered
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version of its mainframe self. While this version made
sophisticated statistics available on a desktop platform
it was limited by the speed and capabilities of math
coprocessors installed in early personal computers.
Additionally, the software was limited by the number
of variables and cases it could store and manipulate.
However, SPSS, Inc., released several versions of
SPSS/PC+ which became more and more powerful.
Coupled with the increased power of the personal
computer throughout the 1980s came increased vari-
able and case number capabilities within the SPSS
software which grew more powerful and more popu-
lar especially within the academic environment.

In 1992 a Microsoft Windows version of SPSS was
introduced. This Windows version was, and remains,
extremely user friendly. This and subsequent Windows
versions (Windows 95 version introduced in 1995, Win-
dows 98 version in 1998, and Windows2000 introduced
in 2000) have greatly expanded the accessability of
desktop workstation statistical capabilities to a range
of students and private sector workers who until these
versions were released were dependent on either main-
frame computing applications or underpowered DOS
based statistical software. SPSS has a worldwide foot-
print offering the Windows version in 9 separate lan-
guages. With 40 offices worldwide, SPSS, Inc., has per-
meated not only the scientific research field but the
corporate worlds of telecommunications, banking, fi-
nance, and healthcare delivery. SPSS is not simply a
tool for academics from whence it came but rather a
powerful tool for interpreting and forecasting major
business and social policy issues.

Il. OVERVIEW OF THE DEVELOPMENT OF SPSS

Developed essentially as a response to the growing
need of survey researchers in the social sciences SPSS
allowed these researchers to enter, store, and analyze
relatively large data sets. Survey research by its nature
demands large amounts of variables to be gathered
on large numbers of subjects. The onus on any statis-
tical software package was then to be able to store
large data sets and be able to manipulate those sets
statistically. SPSS versions in the 1960s and 1970s were
slow and cumbersome by today’s standards. However,
they did allow researchers to maintain electronic
records in a logical way versus large handwritten or
typed spreadsheetlike tables.

As the presence of computers increased on college
campuses during the 1960s, researchers naturally grav-
itated to them in an attempt to organize, manage,
and analyze cumbersome data sets. However, early
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computing systems were clunky, crashed easily, and
had very limited storage and mathematical processing
power.

As hardware improved during the 1960s so did soft-
ware. By 1962 the programming language FORTRAN
(formula translation) emerged. FORTRAN allowed sci-
entists from many disciplines to write programs for
data analysis on a variety of computer platforms. While
FORTRAN was being adopted by many universities and
colleges, most scientists during the 1960s were writing
their own programs and much of the development of
software use was made through informal sessions be-
tween faculty, graduate students, and undergraduates.

These professional grapevines greatly advanced
computer-based capabilities for social scientists and
others. However, the nonstandardization of computer
protocol, programs, and data sets made across the
board or intradisciplinary use almost impossible. The
private sector also saw a fierce increase in the need
for and use of both hardware and software and made
many of its movements forward using university-based
research facilities and staff. For example, the Xerox
labs at Stanford University were working with GUI
(graphical user interface) systems as early as the mid-
1970s.

By the late 1960s and into the early 1970s the need
for standardized programming protocol was evident.
Researchers at the University of Chicago and the Uni-
versity of Michigan as well as other schools and pri-
vate sector labs began to focus on the specific needs
of scientists by their particular discipline. SPSS was
originally developed for sociologists and other social
scientists. Other packaged programs focused on other
disciplines. For example, biomedical data processing
(BMDP) was developed for use with clinical biomed-
ical data storage and analysis. This production of “pro-
gram packages” became popular and useful across
many disciplines. Packaging software which is devel-
oped specifically around the requirements of given
disciplines or business needs became popular through
the 1980s and 1990s. As of the writing of this article,
targeted software development is the convention in
the software industry.

This packaging was a direct response to the needs
of academic and private sector programmers. While
there was a growing need for packaged or targeted
software in the private sector, most software develop-
ment through the 1960s and 1970s was being done in
the academic world. Microsoft, SPSS, and BMDP were
all software projects that were first developed by un-
dergraduate and graduate students who eventually
moved their products into the private sector and ulti-
mately served both industry and academia.
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The specific needs of social scientists were the orig-
inal impetus for the development of SPSS. Through
the mid-1980s most large statistical packages were
available only for mainframe computer platforms.
SPSS was originally designed to run on mainframe
computers. The target market for SPSS remained aca-
demic and institutional users focusing mainly on so-
cial variables and data. However, the development of
more powerful personal computers through the 1980s
and 1990s allowed SPSS to became more broad in its
application, both across platforms and users.

By the late 1980s SPSS was available for use on
mainframe and personal computers, with the intro-
duction of SPSS/PC+ for IBM and IBM clone per-
sonal computers. However, this was limited by the
number of variables it could handle and the relative
lack of power of early personal computers. SPSS be-
came usable on personal computers for moderate-size
data sets and limited statistical analysis. The develop-
ment of SPSS during the 1990s accelerated to meet
the demand of the growing power of all computer
platforms, number of users, and the demand across
applications. In 1992 the first Windows version of
SPSS was introduced, by 2000 SPSS supported Win-
dows95, Windows98, Windows2000, and Macintosh as
well as Mainframe computing systems.

Ill. SPSS COMPARED AND GONTRASTED
WITH OTHER SOFTWARE

A. SPSS vs Other Statistical Packages

SPSS varies from other statistical packages in its mod-
ular construction. In order to increase the power or
diversity of procedures one only has to find the ap-
propriate module and add it to the Base System. SPSS
can be customized in a sense to any particular data
file or analysis application. For example, insurance in-
dustry researchers may need results displayed in geo-
graphical terms. That is, distribution of data across a
map of the state of California can be created using
SPSS Maps Module.

There are many other statistical application pro-
grams available but most do not offer the power of
case and variable capability nor the flexibility of mod-
ular design. Statistical software such as SYSTAT, STATA,
or MINITAB can handle few cases and variables and
has a limited range of analysis features. Additionally,
SPSS is available across platforms making it useful for
large data sets that may need to be stored on main-
frame computing systems as well as small data files that
can be created, stored, and analyzed on one’s home
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computer or laptop. SAS Institute’s SAS (Statistical
Analysis Software) is a powerful, full functioning sta-
tistical software system that is constructed similarly to
SPSS. SAS is available in a number of platforms and is
modular in its design. SAS stands alongside SPSS as
the conventional software in the social and behavioral
sciences at many colleges and universities.

Ultimately SPSS has become so popular and prof-
itable because as a powerful, modular software package
it is flexible enough to accommodate the demands of a
wide variety of industries. Also, SPSS stays current with
operating systems, offers lease/purchase plans, and pro-
vides the user with intensive training and support.

B. SPSS vs Database Programs

Database programs such as dbase, Fox Pro, Access,
Paradox, and others offer some similar features as
SPSS but have far fewer capabilities. Database pro-
grams are designed essentially to allow users to input
or import data. Once these data are stored most data-
base programs have limited sets of functions such as
editing the data files, transforming them with simple
equations, or performing basic descriptive statistics.
Databases are meant as storage and management fa-
cilities for data to be retrieved and analyzed at a later
date. This is not to presume that all databases are pas-
sive and inefficient. Oracle is an excellent example of
a powerful database system that can maintain com-
plex and fluid databases. However, it cannot perform
the powerful statistical analysis nor produce the com-
plex two- and three-dimensional graphing of SPSS.

C. SPSS vs Spreadsheet Programs

Spreadsheet programs such as Lotus 1-2-3, Microsoft
Excel, and Quattro allow users to array large data sets
in worksheet fashion. Early versions of spreadsheet
software were designed for accounting applications
and were simple in their capabilities. Newer versions
have enhanced their capabilities including basic de-
scriptive statistics functions.

Typically spreadsheet programs afford users the
ability to enter and store numeric data in large work-
sheet formats. These worksheets, while similar in ap-
pearance and function to the SPSS data editor, have
the additional ability to embed equations in the work-
sheet. These equations are used to do computations
between and within cells. SPSS is a full functioning
software system that is more complex and compre-
hensive than spreadsheet software.
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IV. OVERVIEW OF SPSS CAPABILITIES
A. The Modular Nature of SPSS

SPSS is a modular software product. The Base System
module must be installed in order to run subsequent
modules which roughly correspond to increasingly
higher order statistical operations and graphing ca-
pabilities. Table I shows a list from the 1999 SPSS Ap-
plications Guide of the modules available and their
corresponding functions and capabilities.

B. Entering Data in SPSS

Central to any analysis are variables and their values.
Using SPSS you can import data from other sources
such as spreadsheets, databases, and text files, or sim-
ply enter new data directly into SPSS using the Data
Editor (see Fig. 1). Regardless of the structure of your

Table |
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imported data file, data in the SPSS Data Editor are
presented in the rectangular arrangement required
by SPSS and most other data analysis systems. In this
rectangular format rows represent CASES and
columns represent VARIABLES. A CASE contains data
for a single unit of analysis such as a single respon-
dent, a business, or a country. A VARIABLE is the in-
formation collected for each unit of observation such
as nationality, profit/loss, or population (see Fig. 2).
SPSS allows the user to store alpha-numeric data. Both
the data stored (raw data) and the variables assigned
to the data can have either alphabetic (called STRING
variables) or numeric values. The variable name is
limited to eight characters so researchers must be suc-
cinct and creative in titling their variables. For exam-
ple, if a researcher were examining differences in re-
sponses between American women and Canadian
women, he or she would create a variable titled
NATIONLT and its variable label would be the na-
tionality of respondent. Then the researcher could

SPSS Modules Available to Addition to the Base System

Module

Description

Base system This module is needed to run SPSS and any subsequent modules added to the system.
Allows the user to enter, store, manipulate, and analyze data with limitations. Provides
ability for report writing, descriptive statistics, cross-tabs, ttests, correlation, analysis of

variance, regression, cluster analysis, factor analysis, and nonparametric stats.

Regression Module (formerly known
as the Professional Statistics
Module)

Advanced Models (formerly known
as the Advanced Statistics

Provides user the ability to analyze data that do not fit traditional linear statistical
models. Included are procedures for probit analysis, logistic regression, weight
estimation, two-stage least-squares regression, and general nonlinear regression.

Includes procedures for general linear models (GLM), variance components analysis,
loglinear analysis, actuarial life tables, Kaplan—-Meier survival analysis, and basic and

Module) extended Cox regression.

Tables Easy to use and powerful table building applications which are presentation and
camera ready. Capabilities include one-, two-, or three-dimensional tables. Complex
stub-and-banner as well as multiple response data area available.

Trends Allows for time-series analysis, estimation, forecasting, and diagnostic tools. Also
contains multiple curve-fitting models, smoothing models, and methods for
estimating autoregressive functions.

Categories Performs optimal scaling procedures, including correspondence analysis. Categories
include ANACOR, HOMALS, PRINCALS, and OVERALS. Many procedures allow
for an alternating least squares (ALS) method for parameter estimation.

Conjoint Specifically designed to allow the user to perform conjoint analysis.

Exact Tests This module performs calculations of exact p values for statistical tests when small or

very unevenly distributed samples could make the usual tests inaccurate.

Missing value analysis Can describe patterns of missing data, impute values for missing observations, and allow

the user to estimate means and other statistics based on those imputations.
Maps Can transform geographically distributed data into high-quality maps with symbols,
colors, bar charts, pie charts, and combinations of themes to present not only what

is happening but where it is happening.
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Figure 1 SPSS Data Editor, Data View, used to enter data.

enter either the value of American or Canadian, 1 or
2, where 1=US and 2=CANADA See Figs. 3 and 4.
Figure 5 shows the Value Label window where values
can be assigned labels.

Additionally, data can be transformed using the
Transform menu. This menu allows the user to com-
pute new values, create a set of random values, re-
place missing values, and more. Also, optional de-
scriptive labels may be added to each variable and to
the values of each variable. From the Data menu you
may choose commands which allow you to define and
sort variables, work with templates, go to a specific
case, merge and aggregate files, and weigh cases. Data
may also be entered in calendar form, currency, sci-
entific notation, or a variety of other forms.

1. Missing Data

Missing values are often a problem in data sets. When
a value is not supplied for a particular variable, SPSS

Base System supplies a system missing value. How-
ever, most researchers code for missing or unknown
responses to variables with values such as 9, 99, or 98
typically assigned to missing data. These values must
be defined as missing values in the Data Editor
so that those assigned values are excluded from
calculations.

C. Screening Data

Once data have either been imported from another
file source or entered directly into SPSS, the com-
pleted data file should be screened or cleaned. This
process involves screening the data for missing values,
inaccurate value assignment, and transpositional or
typographical errors. Data entry errors should be iden-
tified first then further steps can be taken to be sure
that the data file is sound. SPSS offers several steps
one can take to screen the data.
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Variable View /

Figure 2 SPSS Data Editor, Variable View, for entering variable characteristics.

1. Outliers

In order to identify outliers and rogue values, SPSS
suggests that the first step in cleaning data be to find
values outside the reasonable range for a variable and
to determine whether they are true outliers or simple
errors.

¢ Obtain a frequency count on the occurrence of
each unique value. Many times typos and
unexpected values and codes appear in data sets.
Also, look for missing values that appear as valid
values.

¢ For quantitative variables, use histograms in the
Frequencies or Explore procedure and boxplots
and stem-and-leaf diagrams in the Explore
procedure. Note the information on outliers in
the Explore plots.

¢ For large data sets, scan minimum and maximum
values displayed in procedures like descriptives
and means. Values outside the coding scheme may

be discovered or coded missing values (such as 9,
99, or 98) may be treated as valid data.

Use case Summaries to list data. Choosing a
grouping variable to list the cases by category may
help. Sorting data by a variable of interest may be
useful.

For categorical data, cross-tabulations may reveal
unlikely or undesirable combinations in the data.
Use the graphical power of SPSS to display
scatterplots. These Scatterplot matrices may reveal
unusual combinations or values.

2. Distributional Assumptions

When assessing distributional assumptions, it must be
remembered that many distributions are not normal
or symmetric. These skewed distributions will affect
statistical results.

¢ Generate histograms, compare the data with

normal probability plots, and compare means; 5%
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Variable View

Figure 3 Data Editor, Variable View, showing NATIONLT entered as a string variable.

trimmed means and medians may help in
discovering skewed data or individual variables.

¢ Try a formal test of normality such as the
Kolmogorov—Smirnov test or the Shapiro-Wilk test
found in the Explore menu.

® To detect distribution problems across groups use

Coeen |

1 ="American"

J

Figure 4 Data Editor, Variable View, showing the variable
NATIONLT as numeric.

boxplots, Levene’s test of homogeneous variances,
or One-Way ANOVA.

Once satisfied that the data are clean, contain no in-
valid outliers or superfluous data points, are distrib-
uted normally or within normal bounds, and are not

Figure 5 Value Label screen displaying values for the labels
American and Canadian.
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violating distributional assumptions, one can proceed
to data analysis.

D. Analyzing the Data

Once the data are inputted and screened, decisions
about calculating statistics or creating tables or charts
must be made. This process begins with understand-
ing the type of variables present in the data set so the
appropriate statistic or procedure can be selected.

Unordered categories—String variables such as Cana-
dian and American

Ordered categories—Likert style variables that range
from “very likely” to “very unlikely”

Counts—The number of new immigrants from
Canada this year

Measurements—Values measured on a scale of equal
units such as I1Q, weight, etc.

The next step in analysis would be selection of vari-
ables for analysis. It is extremely infrequent that all
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variables in a study be examined at once. Therefore,
decisions for variable inclusion are based on the par-
ticular research question or hypothesis being tested.
Figure 6 shows what Green et al. in 2000 described
as the “meat and potatoes menu.” The Analyze menu
offers 16 different options ranging from simple de-
scriptive statistics to complex multivariate analyses.
SPSS offers a vast selection of analyses to accommo-
date nascent users as well as seasoned researchers.

E. Output

The SPSS output window displays statistical proce-
dures in tabular or graphical formats. Once analysis
procedures are chosen and performed by the SPSS
processor, the output from the various procedures is
displayed in the output window. Users can choose to
display the output in tabular form, the default, or
graphical form. Figure 7 shows sample output using
Frequencies data and Fig. 8 shows the same data in
graphical form.

Data View

Figure 6 The Analyze Menu.
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Figure 7 SPSS Viewer windows showing output using simple statistics.

V. OTHER FEATURES OF SPSS

Originally designed as a tool for social scientists, econ-
omists, sociologists, political scientists, etc., SPSS with
increased power and functioning currently has a broad
appeal. Advanced Modules allow psychologists to per-
form Analysis of Variance (ANOVA) and Graphing
Modules allow businesses to illustrate trends and fore-
cast earnings and/or losses. Consequently, many busi-
nesses have adopted SPSS as a powerful analysis tool.

A. Platform Availability

As of the writing of this article SPSS is available for
use on several platforms.

1. SPSS* mainframe version typically runs on such
systems as IBM, Honeywell, and Unisys

2. SPSS/PC+ for use on personal computers that
run DOS or OS/2

3. SPSS for Windows for use on personal computers
that run Windows95, Windows98, WIndows2000,
or WindowsNT.

4. SPSS for use on Macintosh systems

B. Studentware

Additionally, SPSS comes in several student versions
that are simply scaled down versions of those mentioned
above. SPSS Student Version is targeted for undergrad-
uate social and behavioral science students. This ver-
sion is essentially the base system with limited variable
capacity. The SPSS Graduate Pack is designed to ac-
commodate the needs of doctoral students. This ver-
sion affords a presumably more advanced user greater
variable capacity and access to more advanced statistics.
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Figure 8 A simple bar graph.

Vl. CONCLUSION

Earl Babbie and Fred Halley in 1995 wrote that “there
is hardly a social scientist who has earned a graduate
degree in the past 20 years who has not had some
contact with SPSS.” In the final analysis SPSS is a pow-
erful statistical package that has transcended its social
and behavioral science roots. The current versions of
this software afford accessability, power, and broad ap-
plication. SPSS allows users to store, manage, and sta-
tistically and graphically manipulate and present data.
Users range from undergraduate sociologists to gov-
ernment officials to Wall Street investment bankers.
While SPSS is considered the convention in the social
and behavioral sciences it is a powerful data manage-
ment and analysis tool that supports the type of re-
search that informs social policy, legislation and busi-
ness decisions.

SEE ALSO THE FOLLOWING ARTICLES

Library Applications ® Psychology ® Research e SAS (Statisti-
cal Analysis System) ® Sociology
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[. INTRODUCTION
II. CAREER ORIENTATION OF IS STAFF
[1l. THE TURNOVER PROBLEM

GLOSSARY

career orientation Also called career anchor, this term
refers to a cluster of self-perceived needs, values,
and talents that give shape to an employee’s career
decisions. Since this forms the core component of
an employee’s self-concept, an employee will be
unwilling to relinquish it, even if forced to make a
difficult choice.

diversity in the workplace Refers to a work environ-
ment that recruits, develops, retains, and promotes
its productive employees without regard to gender,
race, age, or sexual orientation.

employee turnover The departure of an employee
from one organization to another in search of bet-
ter opportunities.

IT/IS The terms information systems (IS) and infor-
mation technology (IT) are taken to be synony-
mous. Information technology includes hardware,
software, networks and workstations of all types, ro-
bots, and smart chips.

A shortage of information systems (IS) professionals
is being experienced worldwide. There is a gap be-
tween the number of positions available for IT work-
ers and the number of qualified workers to fill them.
As the IS personnel staffing crisis deepens, many or-
ganizations are searching for appropriate mechanisms
for recruiting, selecting, placing, and retaining IS pro-
fessionals. This article explores the critical problems
organizations must address in order to develop strate-
gies that will contain the IS staffing crisis. Problem
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areas that have contributed to the IS staffing crisis in-
clude (1) lack of understanding of the career orien-
tations of IS personnel, (2) high IT staff turnover,
(3) lack of diversity in the IS profession, (4) the IS
profession as a young discipline, and (5) lack of co-
herent strategies for recruitment, development, and
retention of IS personnel. Strategies for dealing with
each problem area are provided.

I. INTRODUCTION

Studies have shown that some CEOs are spending up
to 60% of their time headhunting for top information
technology (IT)' talent. The general consensus in the
literature is that although the demand for IT profes-
sionals is expanding, a corresponding supply of IT tal-
ent is lacking. An IT staff shortage is being experi-
enced worldwide. The term IT staff shortage refers to
the gap between the number of positions available for
IT workers and the number of available qualified work-
ers to fill them. In the United States alone, it is esti-
mated that the IS staff shortage will grow from 200,000
in 2000 to about 1.3 million in 2005. In the United
States, the gap is estimated to be between 25 and 35%.
Worldwide, in 1998, the IT staff shortage gap is esti-
mated to be between 15 and 25% or 600,000. As the IS
personnel staffing crisis deepens, many organizations
are searching for appropriate mechanisms for recruit-
ing, selecting, placing, and retaining IS professionals.

! We use the terms information technology and information systems
interchangeably.
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Managing the careers of IS professionals has emerged
as a critical element of the strategic use of IT in or-
ganizations.

Effective human resource management in the IS
department requires an understanding of both the
nature of IS staff and what they experience as they ac-
complish their assigned duties in the IS department.
This article focuses on some of the major factors that
have contributed to the IS staff shortage. These fac-
tors include (1) lack of understanding of the career
orientations of IS personnel, (2) high IS staff turnover,
(3) lack of diversity in the IS profession, and (4) the
IS profession as a young discipline. The following sec-
tions cover each of these factors and show how IS
managers can use this knowledge to increase the pro-
ductivity and retention level of IS employees.

Il. CAREER ORIENTATION OF IS STAFF
A. The Career Orientation Concept

Career orientation (also called career anchor) refers to
a cluster of self-perceived needs, values, and talents
that give shape to an employee’s career decisions. This
orientation is a core component of an employee’s self-
concept and an employee will be unwilling to relin-
quish it, even if forced to make a difficult choice. Schein
identified eight career anchors that influence employee
career decisions: (1) security/stability, (2) auton-
omy/independence, (3) managerial competence,
(4) technical or functional competence, (5) entrepre-
neurial creativity, (6) sense of service/ dedication,
(7) pure challenge, and (8) lifestyle integration. An
employee’s career anchor or career orientation is im-
portant because it influences the employee’s choice of
specific occupations and work settings, and it affects
the employee’s reactions to his work experiences.

® Security/stability. Security-oriented employees
have a prevailing concern for a career that is stable
and secure, in which future developments are
predictable, and which allows them to feel that they
have “arrived.” This concern manifests itself in job
security and/or geographic security. Remaining in
the same organization, the same industry, or the
same geographical location may satisfy the need for
security. People with this orientation generally
prefer stable and predictable work.

* Autonomy/independence. Individuals with this
orientation have an overriding need to exercise
independence in the way they work, in the rate at
which they work, and in the standards they apply to
their efforts. Such people have an innate dislike of
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being restricted by organizational rules and
regulations, whether these involve working hours,
dress code, or any other organizational policies.
They are likely to refuse promotion that would
elevate them to positions of greater responsibility,
but of lesser autonomy.

® Managerial competence. Individuals with this
orientation discover that as their careers progress,
they wish to become general managers rather than
grow in a particular functional area within their
organization. Such individuals display the ambition
to rise to high positions in the organizational
hierarchy and are motivated by opportunities for
additional responsibility, contribution to the success
of the organization, and higher earnings. They
require a combination of talents in key areas in
order to succeed in general management: analytical
competence, interpersonal and intergroup
competence, and emotional competence. They
differ from other groups in that the combination of
the above three skills is key to success, whereas
other groups rely on the development of one skill
element only.

o Technical and functional competence. The main
concern of individuals with this orientation is the
actual content of their work. They identify strongly
with their area of expertise and want to remain
within their technical/functional area. They
normally have strong aptitude and motivation for a
certain type of work. Such individuals are stimulated
through the application of their technical or
functional skills and knowledge. They are experts in
their field. Some may become functional managers
but they do so only if that permits them to remain
in the specialized area.

® Entrepreneurship. This group’s members have a
predominant need to create an enterprise of their
own, through the creation of a new product, service,
or business that will be recognized as theirs and
identified as existing entirely through their efforts.
The spur that drives these individuals should not be
confused with the creative urge that is experienced
by certain researchers and designers. Entrepreneurs
are driven to create not just something new, but
something with which they can be identified with
and which will produce significant earnings by
which their success can be measured. Individuals in
this orientation want the freedom to build and
operate their own organization in their own way.

e Service/dedication. Service-oriented individuals
are mainly concerned with a cause they feel strongly
about and typically seek to improve the world in
some way. They are interested in improving the lives
of others, such as working in a “helping”
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occupation. Professions characteristic of this are
teaching, the ministry, and medicine. Though not
all individuals in these careers have this anchor,
personnel with this anchor can also be found in
business and organizational careers.

® Pure challenge. These are people who derive
satisfaction from facing and overcoming increasingly
difficult problems and obstacles. Individuals with
this anchor are not restricted to being challenged by
a certain type of problem. They may enjoy
managerial, technical, or even athletic challenges.
Competing and winning out over others is of
primary importance for them. These individuals
seek novelty, variety, and challenge in their work.

o Lifestyle integration. Individuals with this
orientation seek to achieve balance in all major
areas of their lives. Specifically, they would want a
harmonious integration of their family and career
activities. There is a general belief that this
orientation will become more common due to
recent social trends in society and the unavoidable
effect of dual-career families.

It is important to recognize that a career orientation
does not imply limited career growth or change. In-
stead, it indicates that career movement and ad-
vancement occur within a specific bounded area. The
career orientations of IS employees are important
since they can influence work-related outcome vari-
ables such as job satisfaction, organizational commit-
ment, and turnover intentions.

B. Career Orientations of IS Staff

A study of 464 IS employees by Igbaria, Greenhaus,
and Parasuraman found that IS employees had a rich
diversity of career orientations. In their study, techni-
cal and managerial career orientations received rela-
tively higher scores. They also found that career ori-
entation in the IS field was not related to demographic
characteristics such as age, education, tenure on the
job, or the type of organization, but was related to
gender. More men were technically oriented than
women. Moreover, employees with managerial, au-
tonomy, or service orientations were more likely to
hold managerial positions compared to those with se-
curity, technical, or pure challenge orientations. Tech-
nical positions included system programmers, appli-
cation programmers, and software engineers.
Managerial positions included computer managers,
system analysts, and project leaders.

Other career orientations that received high scores
were autonomy/independence, lifestyle integration,
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and service/dedication. The autonomy orientation is
consistent with the view that IS people tend to possess
high needs for autonomy, dominance, and control of
their environment. The lifestyle integration orientation
mainly came from women who formed more than 20%
of the sample. This is not surprising because of the pri-
mary responsibility carried by women for domestic and
child care activities. However, as more men assume ad-
ditional responsibilities for domestic and child care ac-
tivities, the lifestyle integration orientation may become
even more prevalent among IS employees.

Organizations should note the importance of
matching career orientations and the IS job setting. If
managerially oriented employees are assigned techni-
cal jobs and technical oriented employees are assigned
managerial jobs, a mismatch will occur. This mismatch
will cause negative job attitudes, low job satisfaction,
and lack of commitment to the organization. Man-
agerially oriented employees react positively to man-
agerial jobs because they see opportunities for ad-
vancement, money, respect, and power in these jobs.
Similarly, technically oriented employees see oppor-
tunities for reputation, enhancement, competent col-
leagues, peer respect, and challenging tasks in tech-
nical jobs and are more satisfied and committed in
those positions. IS leaders should know that compati-
bility between internal career needs and external ca-
reer options can produce positive outcomes among IS
employees.

Another implication is that not all IS employees
are driven by the same sets of values and goals. Orga-
nizations need to recognize this so that they can pro-
vide appropriate reward systems and career paths for
their employees. IS employees should discuss their
needs, values, and, yes, career orientations with their
supervisors and jointly develop realistic and mean-
ingful career goals. Supervisors should be rewarded
for assuming this role. Because an employee’s career
orientation influences her value system, it is impera-
tive that organizations provide different types of in-
centives for different employees.

C. Orientation with Job Types—
Person-Job Fit

Igbaria and Siegel found that the future career choices
of IS personnel primarily fall into one of four cate-
gories.” Two were within the IS area (technical and
managerial), one within a more general organizational

% The study surveyed a cross section of 348 IS employees work-
ing for a cross section of Data Processing Management Association
(DPMA) members in the Mid-Atlantic United States.
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area (non-IS), and one outside the organization (con-
sultant). Table I shows the relationships between the
current job titles of the correspondents and their ca-
reer choices in the next 1-3 years. It is noteworthy
that some IS employees indicated a preference to
move into other non-IS departments. For example,
some programmers intended to move into senior
management outside IS or consulting careers. Some
employees currently in IS management would like to
move into senior management positions outside the
IS department.

The study also found that those employees prefer-
ring to hold technical positions were older and had
longer tenure in their jobs. Highly educated employ-
ees showed a higher interest in becoming consultants
and decided on the types of jobs they would like to
hold more frequently than their counterparts. Less
educated employees were more interested in holding
technical positions.

This implies that organizations need to put higher
emphasis on dual career paths for those employees
interested in remaining within the IS department,
and multiple career paths for employees who may
want to work in non-IS-related positions. Organiza-
tions should not restrict IS employees from non-IS
jobs and should consider training and educating IS
managers to become senior managers in other busi-
ness functions. This will encourage them to remain in
the organization. The organization could identify the
educational and training requirements for the non-IS
jobs and determine the fit between the employee and
the job position. This will bring about more motiva-
tion, productivity, and satisfaction with the job and ca-
reer, as well as loyalty to the current organization, and
eventually less desire to leave.

Additionally, organizations should know that highly
educated employees have more options available to
them and are, therefore, more mobile. Supervisors
should make sure that they understand the career ori-
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entations and ambitions of these employees so that
they can channel their career development prospects
appropriately. Now we turn to the turnover problem.

lll. THE TURNOVER PROBLEM

The departure of IS employees from one organiza-
tion to another for better opportunities has con-
tributed to the turnover problem. The rate of turnover
of IS employees is more than twice the average for
business managers and professionals. Excessive
turnover in IS departments can be dysfunctional to
organizations because of the shortage of experienced
IS employees and the high cost of training new em-
ployees. Because IS managers are under intense pres-
sure to recruit, hire, and retain qualified IS employ-
ees, they need to control employee turnover. To
reduce excessive turnover among IS employees, it is
first necessary to understand the reasons for the
turnover. To the extent that specific aspects of the job
situation of IS employees within the control of the or-
ganization contribute to turnover, retention of IS em-
ployees could be increased through appropriate ad-
ministrative actions designed to address the problem
areas.

A. Factors Affecting Turnover

A number of studies have identified various factors
that may contribute to high turnover or intention to
leave the IS department. Some of these factors in-
clude perceived work overload, role ambiguity, job
conflict, lack of autonomy, insufficient resources, lack
of rewards, age, organizational tenure, and educa-
tion. Others include salary, perceived low chances of
promotability, organizational career opportunities,
lack of mentorship, and lack of recognition.

Table | Relationship between Current Job Title and Career Choice
Career choices
Information systems
Job title Technical Managerial Business Consultant
Programmers 20 23 8 9
Analysts 0 25 1 2
Project leaders 1 16 0 1
IS managers 2 113 15 8
Consultants 0 7 2 13
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Moore found that IS employees experiencing high
levels of exhaustion reported higher intention to leave
the job. She identified perceived work overload, in-
sufficient resources, role ambiguity and conflict, lack
of rewards and autonomy, and organizational tenure
as the main factors contributing to work exhaustion,
low job satisfaction, low organizational commitment,
and therefore turnover. She also found that IS em-
ployees with fewer rewards and fewer acknowledg-
ments for their work felt undervalued and unappre-
ciated and consequently had low job satisfaction,
reduced organizational commitment, and higher in-
tention to leave the organization. The study by Ig-
baria and Greenhaus focused on demographic vari-
ables (age, organizational tenure, education), role
stressors (role ambiguity, role conflict), and career-
related variables (salary, promotability, career oppor-
tunities) that caused turnover intentions. The other
dependent variables were job satisfaction, career sat-
isfaction, and organizational commitment. They
found that extra-organizational career opportunities
had a positive effect on job satisfaction, career satis-
faction, and intentions to leave the organization and
a negative effect on organizational commitment. This
meant that IS employees seemed to perceive that ca-
reer opportunities outside their organization was an
indicator of success in their jobs and careers.

The study also found that age and organizational
tenure had positive direct effects on job satisfaction,
career satisfaction, and organizational commitment,
while education had negative direct effects on job sat-
isfaction and career satisfaction. Moreover, low role
conflict, low role ambiguity, high salary, and higher
chances of promotability had direct effects on job sat-
isfaction, career satisfaction, organizational commit-
ment, and turnover intentions.

B. Implications for Managing IS Employees

1. Conduct Attitude Surveys
and Act on Them

As recommended by Igbaria and Greenhaus and by
Moore, IS department managers must monitor the
level of employee attitudes on an ongoing basis and
attempt to understand the factors that contribute to
the development of positive work attitudes. A peri-
odic administration of attitude surveys would help
managers gauge current work attitudes and trace
changes in work attitudes over time. IS managers
should, however, be committed to act on the recom-
mendations provided by IS employees in such surveys.
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Factors thought to influence work attitudes must also
be assessed so that areas for improvement in the work
environment can be properly identified.

2. Identify High-Turnover Risk Employees
and Address Their Needs

Employees who are young, inexperienced, and highly
educated tend to hold low levels of satisfaction with
their jobs and careers and tend to experience low lev-
els of organizational commitment. These negative at-
titudes, in turn, are associated with their intention to
leave for “greener” pastures. Employers must under-
stand and address the sources of disaffection among
their younger and more highly educated workforce.
Realistic job previews must be provided to recruits so
that they enter the organization with an accurate pic-
ture of their duties and responsibilities. Moreover,
providing sufficient job challenge and performance
feedback to the new employees can help bolster pos-
itive attitudes toward the job and the organization,
and help forestall early intentions to leave.

Managers should use organizational socialization
tactics that foster a fit between organizational and in-
dividual values and norms. Socialization should focus
on the five most important factors, namely, (1) higher
perceived value of the individual, (2) high opportu-
nities for growth, (3) higher levels of trust, (4) com-
munication, and (5) shared organizational values and
beliefs. Managers should also use some of the top five
motivating techniques reported by employees,
namely, (1) providing personal thanks, (2) providing
written thanks, (3) promotion for performance,
(4) providing public praise, and (5) implementing
morale-building meetings.

3. Beware of the Negative
Impact of Role Stress

Role stress is experienced when employees face role am-
biguity and/or role conflict in the performance of their
job. Role ambiguity occurs when employees have insuf-
ficient information to perform their jobs adequately or
when performance evaluation methods are unclear. Role
conflict occurs when there are conflicting or unclear ex-
pectations of peers. IS employees who experience high
levels of role ambiguity and role conflict tend to be dis-
satisfied with their jobs and careers and have a low com-
mitment to their organization. Such employees hold
strong intentions to leave their organization.

Managers can reduce role ambiguity by providing
IS employees with a clear definition of tasks and
priorities related to the job. This will provide a better
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understanding of task objectives and reasons for per-
forming the task and a more clearly defined sequence
in which subtasks should be performed. Managers
should also provide a greater sense of task identity so
that the beginning and ending of each task is readily
determined, and a better understanding of the proce-
dures by which a particular task should be performed.
Managers can reduce role conflict by encouraging
their employees to attend orientation sessions where
information can be provided regarding the organiza-
tional structure, resource allocation procedures, and
commonly encountered conflict situations. Moreover,
a frequently asked questions web site should be pro-
vided to help employees learn about the organiza-
tion’s culture and standard operating procedures.
Managers can also make sure that the roles of IS per-
sonnel and end users are well defined. A culture of
open conflict discussion and resolution should be fos-
tered. Additionally, IS managers should pay special at-
tention to recruiting employees who have a relatively
high tolerance for ambiguity and who are capable of
dealing with interpersonal conflicts effectively.

4. Equity and Career Development
Are Critical

Employees with relatively low salaries and employees
who perceive limited opportunities for career advance-
ment are strong turnover candidates. IS employees want
to be compensated at a level comparable to IS employ-
ees in other organizations. Moreover, studies have found
that future opportunities for promotion may affect
turnover intentions even more strongly than does an
employee’s current financial status. IS managers should
make sure that their compensation package is equitable.
They should also develop creative ways to enrich the
jobs of IS employees. Organizations could develop dual
career paths for IS employees where a technical path is
created that parallels a managerial path in rank and
salary. Technical IS employees who decide to enter a
managerial career path should be provided with career
planning opportunities and training and development
experiences so that they can make an effective transition
into management. Moreover, since lateral moves can
provide feelings of challenge and growth, organizations
should provide IS employees with flexible alternatives to
the traditional emphasis on vertical mobility.

5. Keep Both Eyes on Job Satisfaction
and Organizational Commitment

Igbaria and Greenhaus found that job satisfaction and
organizational commitment have the most substantial
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and direct influence on turnover intentions of em-
ployees. The other factors such as role stress, equity,
and career development operate through these two
work-related attitudes.

IV. DIVERSITY IN THE IS PROFESSION

As the IT industry grew rapidly in the 1970s, 1980s,
and 1990s a gender gap emerged with men dominat-
ing managerial and technical areas. This gender gap
continues to grow and exists today in 2001. For ex-
ample, despite impressive gains in employment in the
United States during the last three decades, women
continue to be underrepresented in professional and
managerial positions in the IT field. This gender gap
is most obvious at the senior management and exec-
utive levels. Although many women have advanced to
the rank of middle management, as a group, women
hold only 25% of upper level managerial jobs in the
IT field. This phenomenon can be found in most
countries including Canada and South America, Eu-
rope, Asia, and Australia. A number of reasons that
may have created the gender gap have been suggested.
These include deeply entrenched social norms such
as cultural practices and ideologies of social control,
lack of role models, lack of information about IT ca-
reer opportunities for females, and occupational seg-
regation. Others are lower career advancement
prospects, lower IT self-efficacy for women compared
to men, and work value congruence.

A. Social Norms and Culture

In general, people are influenced by the beliefs and
values of people they think are important to them. A
social norm is influenced by the beliefs that an indi-
vidual attributes to relevant others about what their
behaviors should be. Social norms therefore play a
critical role in determining employee work decisions
in all functional areas including IS. A number of re-
search studies have indicated that women are more
likely to be driven by social influences than men. Such
influences may come from family, friends, peers, teach-
ers, and even popular culture. For example, women
may be influenced by limited TV images that showcase
IS professionals with a “nerd” image of a male who
sleeps in the office and lacks social skills. It is not un-
common to hear this from a young girl musing about
her future career: “Mom, I don’t want to become a
computer nerd. I want to become a trade person and
have my own business.” Also IS is a young, misunder-
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stood discipline that is easily confused with computer
engineering and computer science disciplines.

B. Career Advancement Prospects

Igbaria and Chidambaram examined the impact of gen-
der on individual characteristics (age, tenure, educa-
tion, organizational level), role stressors (role conflict,
role ambiguity), salary, advancement prospects, job sat-
isfaction, organizational commitment, and intention to
stay. They found that women in the IS profession tended
to be younger, had shorter organizational and job
tenure, and fewer number of years in the IS field than
do men. This finding suggested that women, partly due
to their relatively limited work experience and tenure,
tended to hold lower level positions in the IS field than
do men. They also suggest that the gender differences
may be explained by sex stereotypes and other factors
such as lack of sponsorship, lack of networking, and
lack of coaching and mentoring.

Although there were no significant gender differ-
ences in role conflict or role ambiguity, women re-
ported fewer opportunities to interact with people
outside the IS department. Women were also paid
lower salaries than men and had lower increases in
promotion. Another study by Igbaria and Baroudi
found that although women received job ratings sim-
ilar to men, women were perceived to have less fa-
vorable chances of promotion than men. They note
that women encounter a “glass ceiling” due to biased
job performance evaluations.

C. Work Value Congruence

Work value congruence refers to the matching of the ca-
reer orientations of individuals to the jobs they seek.
Studies have shown that, generally, women prefer ca-
reers that provide more social interaction and have so-
cial relevance. For example, women are believed to have
lifestyle integration and service orientations to a greater
degree than men, while men have more technical and
functional competence orientations than women. Also,
since women tend to have primary responsibility for
housework and child care irrespective of their employ-
ment status, it is incumbent upon IS managers who have
women in their departments to help the women balance
their career and family demands. This means, IS man-
agers interested in recruiting and retaining women
should consider gender differences more explicitly. A
survey of employee attitudes will be a good starting point.
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D. Womens' Strengths

Women are said to prefer human-oriented areas of IT
where they mix communication and technical exper-
tise. Thus, they are able to bring diverse skills that are
in high demand to the IT field. Women are also said
to have the ability to adapt to changing environments
more than men. The women interviewed were obvi-
ously in managerial positions and therefore had a
managerial career orientation.

E. Implications for Managing IS Employees

Organizations and society at large should address the
main cause of gender inequalities in the IS field. An-
tiquated social norms and culture should be influ-
enced and changed. Organizations should monitor
the job performance evaluation process to include
more objective measures of work performance for
both men and women. Organizations should ensure
that the performance appraisals are administered
fairly. Job assignments should take into consideration
the career orientations of all employees including
women. An IT environment that is more attractive to
women should be cultivated.

V. THE IS PROFESSION AS A
YOUNG DISCIPLINE

The IT discipline has had a very short life span com-
pared to other management disciplines such as manu-
facturing, finance, and marketing. In fact, the admin-
istrative knowledge of managing IT departments does
not cover a period of more than three decades. Career
paths in IT departments are not stable. The number of
new specializations in the IT field remains relatively
high compared to those of other disciplines. For ex-
ample, the rapid development of the Internet has cre-
ated new positions such as web master and web ad-
ministrator. Other new positions include knowledge
manager, manager of emergent technologies, system
integration specialist, and ERP manager. Each new spe-
cialization develops its own expertise and competence
and may require its own career path. Some of the IT
positions that existed in the 1980s such as file librarian,
job setup clerk, and key-in clerk are no longer in exis-
tence. These unique characteristics increase the chal-
lenges of staffing the IT department and managing the
career orientations of IT personnel.

Each organization should have its own contingent
approach to staffing and managing its IT human



204

resources. I'T managers should clearly define the job
descriptions and professional qualifications of each
IT employee and create new career paths for em-
ployees occupying the new specializations. Although
job titles may vary from one organization to another,
it is important for IT managers to study the activities
performed at each job position and provide the nec-
essary training and career promotion paths.

Vl. CONCLUSION

Although academic and training institutions have a
role to play in narrowing the IT skills gap, organiza-
tions must play a role to attract, recruit, hire, and re-
tain talented IS employees. IS department managers
must learn how to leverage the career orientations of
all IS employees. This chapter has provided practical
recommendations for action.

SEE ALSO THE FOLLOWING ARTICLES

Digital Divide e Globalization ® Human Side of Information e
Knowledge Management ® National and Regional Economic
Impacts of Silicon Valley ® Organizations, Information Systems
Impact on ® Outsourcing ® People, Information Systems Im-
pact on ® Reengineering ® Sociology ® Telecommuting

BIBLIOGRAPHY

Becker, A. (1986). Influence again: An examination of reviews
and studies of gender differences in social influences. In
Psychology of gender: Advances through meta analysis, J. S. Hyde
and M. C. Linn (Eds.). Baltimore: John Hopkins University
Press, 178-209.

Beutel, A. M., and Marini, M. M. (1995). Gender and values.
American Sociological Review, Vol. 60, 436—455.

Crowford, M., Chaffin, R., and Fitton, L. (1995). Cognition in
social context. Special issue on psychological and psychobi-
ological perspectives on sex differences in cognition: The-
ory and research. Learning and Individual Differences, Vol. 7,
No. 4, 341-362.

Field, T. (1999). Half of all tech workers are ready to jump ship.
CIO Connection, 1S Staffing Research Center. Available at
http://www.cio.com/forums/staffing/edit/122199_staff.html.

Harlan, A., and Weiss, C. L. (1982). Sex differences in factors

Staffing the Information Systems Department

affecting managerial career advancement. In Women in the
workplace, P. A. Wallace (Ed.). Boston: Auburn House, 59-100.

Igbaria, M., and Baroudi, J. J. (1995). The impact of job per-
formance evaluations on career advancement prospects: An
examination of gender differences in the IS workplace. MIS
Quarterly, Vol. 19, No. 1, 107-123.

Igbaria, M., and Chidambaram, L. (1997). The impact of gen-
der on the career success of information system profession-
als: A human-capital perspective. Information Technology and
People, Vol. 10, No. 1, 63-86.

Igbaria M., and Greenhaus, J. H. (1992). Determinants of MIS
employee turnover intentions: A structural equation model.
Communications of the ACM, Vol. 35, No. 2, 35—-49.

Igbaria, M., Greenhaus, J. H., and Parasuraman, S. (1991). Ca-
reer orientations of MIS employees: An empirical analysis.
MIS Quarterly, Vol. 15, No. 2, 151-169.

Igbaria, M., Parasuraman, S., and Greenhaus, J. H. (Summer
1997). Status report on women and men in the IT work-
place. Information Systems Management, 44-53.

Igbaria, M., and Siegel, S. R. (1993). The career decisions of in-
formation systems people. Information and Management, Vol.
24, 23-32.

Information technology skills shortage: The impending impact
on businesses in Europe, A special report by IDC commis-
sioned for the Summit on Employment and Training in the
Information Society. Available at http://www.microsoft.com/
europe/skillsgap/.

Knowlton, T. (2000). IT worker shortage: Information technology
worker shortage presents challenges and opportunities. Avail-
able at http://www.mainfunction.com/IT/workershortage.asp.

Lightbody, P., Siann, G., Tait, L., and Walsh, D. (1997). A ful-
filling career: Factors which influence women choice of pro-
fession. Educational Studies, Vol. 23, 25-37.

Moore, J. E. (2000). One road to turnover: An examination of
work exhaustion in technology professionals. MIS Quarterly,
Vol. 24, No. 1, 141-168.

Rabbite, S. (June 2001). (Skills shortage takes up more than
half of CEOs time. CIO: The decision maker’s zone. Avail-
able at http://www.silicon.com/bin/bladerunner?30RE-
QEVENT=&REQAUTH=210468&14001REQSUB=RE-
QINT1=39434.

Schein, E. H. (1987). Individuals and careers. In Handbook of
organizational behavior, J. W. Lorsch (Ed.). Englewood Cliffs,
NJ: Prentice Hall.

Venkatesh, V., and Morris, M. (2000). Why don’t men ever stop
to ask for directions? Gender, social influence, and their
role in technology acceptance and usage behavior. MIS
Quarterly, Vol. 24, No. 1, 115-139.

Von Hellens, L. A., Pringle, R., Nielsen, S. H., and Greenbhill,
A. (April 2000). People, business, and IT skills: The per-
spectives of women in the IT industry. Proc. 2000 Association
of Computing Machinery, SIGCPR, April 6-8, 2000, Chicago,
152-157.



Standards and Protocols
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I. NEED FOR STANDARDS
[l. STANDARDS AND AGENCIES
[1l. CODE STANDARDS
[V. MODULATION STANDARDS AND TECHNOLOGIES
V. ERROR DETECTION
VI. ENCRYPTION AND SECURITY
VIl. IMAGE COMPRESSION
VIIl. VIDEO COMPRESSION
IX. OPEN SYSTEMS INTERCONNECT
X. SYSTEMS NETWORK ARCHITECTURE
XI. TRANSMISSION CONTROL PROTOCOL/INTERNET
PROTOCOL

GLOSSARY

asynchronous transfer mode Very fast connection-
oriented protocol using small fixed-sized packets
optimized for multimedia use.

compression Reduction of the number of bits repre-
senting information while preserving all or most of
the original meaning.

cyclic redundancy check (CRC) Error detection
method based on interpreting bit strings as poly-
nomials with binary coefficients.

digital certificate Commonly used to facilitate verifi-
cation and encryption over a secure socket con-
nection.

digital subscriber line Technology that allows infor-
mation to be transmitted over a telephone line via
unused bandwidth.

encryption The rendering of information into a dif-
ferent and unintelligible form to those without au-
thority to view it.

error detection Process of determining whether er-
rors occurred during a transmission.

ethernet A local area network based on the IEEE
802.3 standard.
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XIl. INTERNET PROTOCOL VERSION 6
XIll. MEDIUM ACCESS AND LOGICAL LINK CONTROL
XIV. ETHERNET: IEEE STANDARD 802.3
XV. TOKEN RING: IEEE STANDARD 802.5
XVI. TOKEN BUS: IEEE STANDARD 802.4
XVII. WIRELESS LOCAL AREA NETWORKS
XVIII. X.25 STANDARD
XIX. X.400 E-MAIL
XX. SIMPLE MAIL TRANSFER PROTOCOL
XXI. X.500 DIRECTORY SERVICES
XXII. ASYNCHRONOUS TRANSFER MODE

local area network A network spanning a relatively
small geographic area and typically implementing
one of the IEEE 802 standards.

logical link control IEEE standard data link protocol
used in local area networks that handles logical
links between devices.

medium access control Lower sublayer of the data
link protocol that controls access to the transmis-
sion medium.

modulation Process of using one signal to change
another.

open system A set of protocols that allow any two dif-
ferent systems to communicate regardless of their
underlying structure.

open systems interconnect Protocol standard devel-
oped by the International Organization for Stan-
dardization to implement an open system.

protocol A set of rules by which two or more devices
communicate.

simple mail transfer protocol Mail protocol used on
the Internet.

standard An agreed-upon way of doing something.

systems network architecture IBM’s seven-layer com-
munications protocol.
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transmission control protocol/internet protocol
(TCP/IP) Layer 3 and 4 protocols defining rout-
ing, flow control, error detection, and more for the
Internet.

X.400 standard Standard defining an e-mail system.

X.500 directory service Standard defining a distrib-
uted directory for an e-mail system.

The world became a considerably smaller place dur-
ing the 1990s. Technology evolved to provide access
to a wide variety of different types of information
stored in almost every corner of the world. Because of
the easy access to so much information, it is easy to
forget that enormous effort and cooperation is
needed. It is essential that, during an exchange of in-
formation, each side understands how the other ex-
pects to send and receive information. To guarantee
accurate, efficient, and secure exchanges, rules or
protocols must be followed. Due to the wide variety of
hardware, software, and service requirements, the
number of protocols in existence is very large. It is
simply not possible to cover them all, but this article
will provide a brief overview of some of the more well-
known protocols.

I. NEED FOR STANDARDS

The field of communications is certainly not new. Peo-
ple have been communicating since early humans
grunted and scratched pictures on cave walls. For
thousands of years people communicated using little
more than words, parchments, stone tablets, and
smoke signals. The primary forms of sending infor-
mation were based on the auditory and visual senses.
A person either heard someone speaking or saw the
letters and symbols that defined a message.

As we begin the 21st century, new technologies are
changing how we do things and how we see the world
around us. The integration of media and communi-
cation services, along with the eventual conversion to
digital broadcasts, promises to open up a whole new
world of interactive entertainment and educational
opportunities. Faster Internet access that cable com-
panies are offering for home use will increase the
amount of information available to us. Palmtop com-
puters and wireless technologies will give us more flex-
ibility to take our computing, learning, and entertain-
ment activities to places previously not possible.

With such widespread activity, a major issue is to
ensure that many different types of devices under-
stand each other. Protocols or rules must be defined
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in order to allow them all to communicate. Further-
more, all must follow the rules to ensure effective
communication.

Who defines the protocols that devices implement?
Actually, anyone can define a protocol, but if the prin-
cipal parties involved follow different protocols, they
might as well follow none. If the necessary people
could agree on a common protocol, it could become
a standard and they could all use it. However, getting
a diverse group of people to agree on anything is dif-
ficult. Different groups have different goals and ideas
about which protocol best meets those goals. Conse-
quently, many different standards have evolved and
been used over the years.

Il. STANDARDS AND AGENCIES

There are two types of standards. De facto standards
are those that exist by virtue of their widespread use;
that is, they have become so common that vendors
know that producing products consistent with them
will have a large market. The second type of standard
is one that is formally recognized and adopted by an
agency that has achieved national or worldwide recog-
nition. Those who wish to see their work become a
standard write a proposal and submit it to an agency
for consideration. Typically, if the proposal has merit
and widespread acceptance, the agency will make sug-
gestions and send it back to its originators for modi-
fications. After several rounds of suggestions and mod-
ifications, the proposal will be adopted or refused. If
approved, the standard gives vendors a model on
which to design new products.

The following agencies are important to the field
of computer networks and data communications:

e American National Standards Institute (ANSI).
The ANSI is a private, nongovernmental agency
whose members are manufacturers, users, and
other interested companies. It has nearly 1000
members and is a member of the International
Organization for Standardization (ISO). ANSI
standards are common in many fields and include
languages (i.e., ANSI C) and the American
Standard Code for Information Interchange
(ASCII) used by many computers for storing
information.

e International Electrotechnical Commission (IEC).
The IEC is a nongovernmental agency devising
standards for data processing and
interconnections and safety in office equipment. It
was involved in the development of the Joint
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Photographic Experts Group (JPEG), a group that
developed a compression standard for images.
International Telecommunications Union (ITU),
formerly called Comité Consultatif International
de Télégraphique et Téléphonique (CCITT). The
ITU is an agency of the United Nations and has
three sectors: ITU-R deals with radio
communications; ITU-D is a development sector;
and ITU-T deals with telecommunications. ITU
members include various scientific and industrial
organizations, telecommunications agencies,
telephone authorities, and the ISO. The ITU has
produced numerous standards dealing with
network and telephone communications. Two
well-known sets of standards are the V series and
X series. The V series deals with telephone
communications and defines how a modem
generates and interprets analog telephone signals.
The X series deals with network interfaces, public
networks, and e-mail and directory services.
Examples include the X.25 standard for
interfacing to a packetswitched network and the
X.400 standard for electronic mail systems. Of
course, there are many other X and V standards.
Electronic Industries Association (EIA). The
members of the EIA include electronics firms and
manufacturers of telecommunications equipment.
It is also a member of the ANSI. The EIA’s primary
activities deal with electrical connections and the
physical transfer of data between devices. Their
most well-known standard is the RS-232 (also
called EIA-232) standard, which for many years
personal computers (PCs) have used for
communicating with other devices such as printers.
Internet Engineering Task Force (IETF). The
IETF is an international community whose
members include network designers, vendors, and
researchers, all of whom have an interest in the
stable operation of the Internet and its evolution.
It is divided into work groups that handle various
technical aspects of the Internet, such as
applications, operations and management,
routing, security, and transport services. These
working groups have been charged with the
responsibility of developing and reviewing
specifications intended as Internet standards. An
important result of the IETF’s work is the new
Internet protocol IPv6.

Institute of Electrical and Electronic Engineers
(IEEE). The IEEE is the largest professional
organization in the world and consists of
computing and engineering professionals. It
publishes many different journals, runs
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conferences, and has many groups that develop
standards. Perhaps its best-known work in the
communications field is its Project 802 local area
network (LAN) standards, which include:

* LAN/MAN Bridging & Management (802.1)

¢ Logical Link Control (802.2)

e CSMA/CD (Ethernet)-Based LANs (802.3)

® Token-Passing Bus Access Method (802.4)

® Token Ring Access Method (802.5)

® Metropolitan Networks (802.6)

¢ Broadband LAN (802.7)

* Fiber Optics (802.8)

¢ Isochronous LANs (802.9)

* LAN/MAN Security (802.10)

e Wireless LAN (802.11)

® Demand Priority Access Method (802.12)

e Wireless Personal Area Network (WPAN) (802.15)
¢ Broadband Wireless Access (802.16)

* Resilient Packet Ring Access Protocol (802.17)
International Organization for Standardization
(ISO). The ISO is a worldwide organization
consisting of standards bodies from many
countries, such as the ANSI from the United
States. One of ISO’s most significant activities is its
work on open systems, which define the protocols
that would allow any two computers to
communicate independent of their architecture.
One well-known model is the Open Systems
Interconnect (OSI), a seven-layer organization of
protocols. Some people once believed that OSI
would be the model used for all future
communications, but with the explosion of the
Internet and World Wide Web (WWW)
applications, it is unlikely. However, it is often
studied as a model for layering protocols.
National Institute of Standards and Technology
(NIST), formerly the National Bureau of
Standards (NBS). The NIST is an agency of the
U.S. Department of Commerce. It issues standards
the federal government uses for equipment
purchases. It also develops standards for many
physical quantities such as time, length,
temperature, radioactivity, and radiofrequencies.
One important standard with security applications
is the Data Encryption Standard (DES), a method
of encrypting or changing information into a
form that cannot be understood. The DES
standard has been manufactured in chips used in
communications devices for many years.

These agencies are by no means the only standards

bodies, but they are the ones most pertinent to data
communications and networks.
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The remainder of this article summarizes many of
the most common standards and protocols, including
those used for modulation, error detection, encryp-
tion, compression, local and wide area networks, in-
terfaces, and e-mail systems and directory services.
Websites at the end of each section are provided for
more detail about a particular standard.

lll. CODE STANDARDS

A. American Standard Code
for Information Interchange

Perhaps, the most widely accepted code is the ASCII.
It is a seven-bit code that assigns a unique combina-
tion to every keyboard character and to some special
functions. Itis commonly used on PCs and many other
computers. Each code corresponds to a printable or
unprintable character. Printable characters include
letters, digits, and special punctuation such as com-
mas, brackets, and question marks. Unprintable char-
acters correspond to codes that indicate a special func-
tion such as a line feed, tab, or carriage return.

B. Extended Binary Coded
Decimal Interchange Code

Another common code is the Extended Binary Coded
Decimal Interchange Code (EBCDIC) used primarily
on IBM mainframes. It is an eight-bit code, thus al-
lowing up to 256 different characters. Like the ASCII
code, there are printable and unprintable characters.

C. Unicode

ASCII and EBCDIC have long been in use and those
familiar with them frequently use the terms byte and
character interchangeably. In addition both have been
used primarily to represent common control functions,
letters, and characters from the English alphabet. With
the internationalization of networking applications,
the seven- and eight-bit codes have become much too
inflexible and a new standard, the Unicode, is being
developed. The Unicode supports many scripts or col-
lections of symbols and special characters that exist in
a particular language. Examples include Arabic, Latin,
Greek, Gothic, Cyrillic, and, of course, many more
scripts. The Unicode is still evolving as new scripts are
added to its definition. At the time of this writing, Uni-
code 3.1 has defined codes for over 90,000 characters.
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The Unicode defines a unique 16-bit number for
each character independent of language and com-
puting platform. The Unicode Consortium, a non-
profit organization that works in conjunction with the
ISO, defines specifications. Members include compa-
nies such as Apple, Microsoft, Oracle, IBM, Novell,
Netscape, and many others.

IV. MODULATION STANDARDS
AND TECHNOLOGIES

A. Modems

Despite the trend toward all digital communications,
analog signals still play an important role in commu-
nications. Probably the most visible are the analog sig-
nals used by telephones. Although much of the tele-
phone network is digital, the signals that transmit
voice to and from telephones are analog. Since many
people use telephone lines to connect their comput-
ers to the Internet, they need modems (Fig. 1) to con-
vert a computer’s outgoing digital signal to an analog
signal and to convert an incoming analog signal to a
digital one the PC can recognize.

There are many ways to convert digital signals to
analog signals. For example, one could associate any
group of three bits with an analog signal having one
of eight possible amplitudes. One could also use dif-
ferent frequencies, phase shifts, or various combina-
tions for different bit groups. The important thing is
that remote hardware interprets a PC’s modem’s sig-
nal accurately. To do this, it must know how the sig-
nal was converted. Ever since modems were first im-
plemented, the ITU-T has been defining standards
for the conversion process and have identified them
using a V.xx designation, where xx is some identifying
number. Different xx designations define bit rates,
the association between bit values and an analog sig-
nal’s characteristics, baud rates (frequency with which
the characteristics can change), error correction, and
data compression procedures. For example, many
dial-up connections to an Internet service provider
support a V.90 standard which defines “A digital mo-
dem and analogue modem pair for use on the Public

4+“—> <4———~—~P» Telephone
< o AR

Computer Digital signal Analog signal
memory

Figure 1 A modem.
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Switched Telephone Network (PSTN) at data signal-
ing rates of up to 56000 bit/s downstream and up to
33600 bit/s upstream.” (For more information, go to
http://www.itu.int/itudoc/itu-t/rec/v/index.html.)

Typically, the V.xx standards apply to conventional
modems that, because of filters in phone company
switching offices, generally limit bit rates to 56K bps
(and, in practice, less than that). More recently, cable
modems and digital subscriber line (DSL) technology
has allowed home PCs to connect to the Internet at
much higher rates. Although they represent different
technologies requiring the use of a cable modem or
DSL modem, the issue of using existing analog lines
still exists. The IEEE has a working group (IEEE 802.14)
working on cable modem standards, and the ITU-T has
also adopted a recommendation (G.995.1) for DSL
technology.

B. Broadband

Cable modems function similar to conventional
modems except that they connect to communications
lines provided by a local cable television provider. A
consumer subscribes to a cable television (CATV) ser-
vice and a technician routes a cable from an outsider
feeder to a wall jack in a home. Inside the home an-
other cable plugs into the wall jack and connects to a
splitter (a device that takes a source signal and routes
it over two or more output connections). Another ca-
ble connects one splitter output to a television or ca-
ble box. The signal from the other output is fed to a
cable modem. The cable modem, in turn, has an out-
put port that the consumer can connect via another
cable to a computer’s network card or USB port.
DSL refers to the technology that allows both data
and voice signals to travel over analog telephone lines.
It differs from conventional modem technology in
that data and voice use different bandwidths and, as
a result, can be used simultaneously. It also differs

voice
@_\ splitter !

Telephone line
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from using CATV lines in that a DSL line between a
customer and local switching office is not shared with
neighbors as is a CATV line. This is an advantage be-
cause transfer rates for DSLs do not depend on
whether your neighbors are also connected. A disad-
vantage is that transfer rates decrease as a function of
distance from the local switching office. Maximum
distances for DSLs are around 3—4 miles.

There are different DSL configurations, but one
uses a splitter at both the customer site and the local
switching office (Fig. 2). The splitter at the customer
site directs voice signals to the telephone and data to
a DSL modem that connects to a PC. The splitter at
the local office directs voice signals to the telephone
company’s voice network and data signals to a data
network. There are also different variations of DSLs.
For example, an asymmetric DSL (ADSL) provides
higher transfer rates for downloading than for up-
loading. Download rates may run as high as 6 Mbps.
ADSL Lite is an ITU-T standard and is similar to ADSL,
but does not require a splitter at the customer site. A
high data rate DSL (HDSL) provides transfer slightly
above 2 Mbps in both directions. Differences are ac-
tually more detailed than described here.

V. ERROR DETECTION

Most users agree that a system that allows information
to be damaged while in transit is not acceptable. How-
ever, the fact is that errors can occur. Any message
transmitted electronically is susceptible to interfer-
ence such as sunspots, electrical storms, or power fluc-
tuations. The ability to detect when a transmission has
been changed is called error detection. In most cases,
when errors are detected the message is discarded,
the sender is notified, and the message is sent again.

A Cyclic redundancy check (CRC) is a rather un-
usual but clever method that does error checking via
polynomial division. It is based on the fact that, under

Local Switching Office

DSL modem |

Customer site

data
Data network

splitter |

voice

Voice network

Figure 2 A DSL connection.



210

certain conditions, division of an arbitrary polynomial
by another, fixed polynomial will almost always yield a
nonzero remainder. The method interprets each bit
string as a polynomial. For example, it interprets the
bit string b,,_10,—s. . . b1y as the polynomial

bn_lx"_l + bn_gx"_2 + ...+ bIX + b()

The basic steps of the CRC method are as follows
with all computations done modulo 2.

¢ Determine a generator polynomial G(x) having
degree equal to n where n is a positive integer
(often 16 or 32).

¢ Given a bit string, append 7 Os to the end of it
and call it B. Let B(x) be the polynomial
corresponding to B.

¢ Divide B(x) by G(x) and determine the remainder
R(x).

e Define T(x) = B(x) — R(x). It can be shown that
T(x)/ G(x) generates a 0 remainder and that the
subtraction actually replaces the previously
appended 0 bits with the bit string corresponding
to R(x).

¢ Transmit 7, the bit string corresponding to 7(x).

e Let 7' represent the bit stream the receiver gets
and let 7" (x) represent the associated polynomial.
The receiver divides 7" (x) by G(x). If there is a 0
remainder, the receiver concludes 7= T' and no
error occurred. Otherwise, the receiver concludes
an error occurred and requests a retransmission.

CRC is widely used in LANs, where there are stan-
dard polynomials for G(x), such as the following:

CRCITU: ' 4+ 42 + &® + 1

CRC-32: & + &% + & + o™ + &' + &% + 2! +
D A P AN S L P |

which are specified in IEEE standards such as 802.3
Ethernet and 802.15 Wireless Personal Area Networks

In general, CRC is very effective if G(x) is chosen
properly. Specifically, G(x) should be chosen so that x
is not a factor, but x + 1 is a factor. In this case, CRC
detects the following errors:

e All burst errors of length less than or equal to n

e All burst errors affecting an odd number of bits

e All burst errors of length equal to n + 1 with
probability (2! — 1)/2"!

e All burst errors of length greater than » + 1 with
probability (2" — 1) /2" [the CRC-32 polynomial
will detect all burst errors of length greater than

Standards and Protocols in Data Communications

33 with probability (2*% — 1)/2%; This is
equivalent to a 99.99999998% accuracy rate]

Vi. ENCRYPTION AND SEGURITY
A. Private Key

Security and the need to disguise information to make
it hard to read by unauthorized people has always been
an issue, but the recent proliferation of e-commerce
has raised public awareness. The NIST has produced a
collection of publications called the Federal Informa-
tion Processing Standards (FIPS) Publication Series
that approves encryption standards to be used by fed-
eral organizations. They currently list three algorithms
for encryption: DES, triple DES, and Skipjack.

1. Data Encryption Standard

The DES is an approach that uses complex proce-
dures to encrypt the data and was developed by IBM
in collaboration with the National Security Agency
(NSA) and the NBS (now NIST) in the early 1970s. It
was adopted as a standard in 1977 by the NIST for all
commercial and unclassified information. It describes
a Data Encryption Algorithm (DEA), which is defined
in the ANSI standard X9.32.

The algorithm divides a message into 64-bit blocks
and uses a 56-bit key. It uses a complex combination
of transpositions (rearrangement of bits), substitu-
tions (replacing one bit group with another), exclu-
sive OR operations, and a few other processes on each
block to eventually produce 64 bits of encrypted data.
In all, the 64-bit block goes through 19 successive
steps (Fig. 3), with the output of each step being in-
put to the next step.

2. Triple Data Encryption Standard

Triple DES, as the name suggests, works by encrypt-
ing data three times. Based on ANSI standard X9.52,
triple DES encrypts by applying three algorithms in
succession to a plain text message. For example, sup-
pose E (M) and Dy (M) correspond to DES encryp-
tion and decryption algorithms, respectively, using a
key k applied to a message M. Triple DES is calculated
using Eys(Dyo(Ex (M))). ANSI standard X9.52 defines
three options for key values: all three are indepen-
dent of each other; k; and ko are independent but
k; = ks; and all are equal. Of course, in the last case,
triple DES defaults to DES since the first two steps
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16 steps, each using a different 56-bit key

64-bit | transposition [
plaintext i

encryption &

64-bit
ciphertext

transposition [

Figure 3 DES steps.

cancel each other. This makes triple DES backwards
compatible with DES.

The idea is that by using more keys one increases
the number of bits used to encrypt data and, in effect,
increases the key length. This, in turn, makes the
encrypted code more difficult to break, and many
reports have indicated that, with proper implementa-
tion, breaking triple DES should remain computa-
tionally intractable for many years.

3. Skipjack

The Skipjack Algorithm has been controversial. De-
signed by the NSA, details have been kept secret un-
til its declassification in 1998, causing suspicion among
some who claim the algorithm has not been subjected
to stringent testing as have others whose details are
freely available. Skipjack was also an integral part of
the Clipper Chip (a device used for encrypting tele-
phone conversations), itself a controversial topic. Con-
tributing to the controversy was the fact that a back-
door was built into the algorithm that allowed law
enforcement officials (assuming proper authority) to
intercept and decode encrypted messages. Developed
in 1987 and put into use in 1993, it was used to en-
crypt sensitive government data.

The algorithm has been analyzed and no weak-
nesses have been found, although its use of an 80-bit
encryption key makes it more prone to brute-force at-
tacks given today’s increased computing power. Many
now see it as an interim solution until the NIST com-
pletes work on a current project, the Advanced En-
cryption Standard (AES). The AES is described in a
new FIPS publication and is designed to encrypt sen-
sitive information. Based on an algorithm called Ri-
jndael (after its developers Dr. Vincent Rijmen and
Dr. Joan Daemen), it specifies key sizes of 128, 192,
and 256 bits and can encrypt blocks of size 128, 192,
and 256 bits. In fact, the Rijndael specification allows
any of these key sizes in conjunction with any of these
block sizes. Key size is significant because algorithms
with smaller keys are easier to crack. For example, in
the late 1990s “DES Cracker” machines were built
that could determine a 56-bit DES key in just a few
hours. Assuming such a machine could find a 56-bit

key in 1 s, it would still take 149 trillion years to find
a 128-bit key. (For more information, go to
http://csrc.nist.gov/encryption/aes/aesfact.html.)
The details of the algorithm are complex, but the
Rijndael’s design is based on that of another block ci-
pher called square. (For more information, go to
http://www.esat.kuleuven.ac.be/~rijmen/rijndael/.)
square uses a key length of 128 bits and applies a se-
ries of steps to a 4 X 4 array of bytes. Rijndael can
transform bytes arrays with dimensions 4 X 4 (128
bits), 4 X 6 (192 bits), or 4 X 8 (256 bits). Each step
involves transformations, row shifting, exclusive-or op-
erations, and substitutions via an S-box operation.
Knowledge of mathematics and linear algebra is nec-
essary to explain all the steps, and the Web site
http://www.ii.uib.no/~larsr/papers/rijndael.pdf pro-
vides more detail. The AES is designed to replace the
DES, which is becoming antiquated. However, most
believe that triple DES will also be a viable scheme.

B. Public Key

The previous encryption schemes represent private
key methods that require strict measures to keep the
keys and algorithms secret. This is because the de-
cryption method can be easily determined given knowl-
edge of the encryption key and algorithm. By contrast,
a public key method makes no attempt to keep the key
secret. The methods are such that the decryption
scheme cannot easily be determined even if both the
encryption key and the algorithm are known.

One such public key method, the RSA Algorithm
(named after its developers, Rivest, Shamir, and Adle-
man), uses modular arithmetic and the factorization
of very large numbers. Some of the theory behind this
algorithm is based in mathematical number theory,
specifically in notable results known as Fermat’s the-
orem and Euler’s theorem.

A brief outline of the method is:

¢ Choose n to be the product of two large prime
numbers p and q.
* Find a number £ that is relatively prime to

p— 1 X(q—1.
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¢ Divide the original message into components and
interpret the bit representation as a number
(usually very large).

® Encrypt the message by raising each number to the
power of k. However, do all arithmetic modulo n.

The process is relatively simple. In addition, knowl-
edge of the encryption scheme requires knowing n
and k. Furthermore, it can be shown that a necessary
step to finding an appropriate decryption key is to
factor n, an extremely difficult task, if n is very large.

C. Secure Socket Layer

With the increase of e-commerce, security has become
a major concern for those conducting business over
the Internet. Customers want to feel secure when or-
dering products and paying by credit card. One com-
monly used approach for protecting information is
the Secure Socket Layer (SSL) protocol, which allows
an exchange of encrypted information and is based
on an X.509 standard for digital certificates. A digital
certificate is used to verify the identity of the server
site doing business. The certificate is purchased from
some trusted certificate authority (CA) who verifies
the identity of the purchaser and assigns a public en-
cryption key to the server site.

When a customer’s browser connects to the server,
they exchange information on which encryption al-
gorithm and key will be used for subsequent ex-
changes. The customer’s browser downloads the
server’s certificate and uses the certificate to verify the
server’s identity with the appropriate CA. The browser
also obtains the server’s public key. Next, the browser
defines its own encryption key that it will use to send
further information. The browser also encrypts the
key using the server’s public key and sends it to the
server. The server gets the new key in encrypted form
and decrypts it. At this point it knows the key that the
customer will use for sending further information and
is prepared to decrypt the information it receives.
Once this exchange is complete, sensitive information
can be exchanged between browser and server using
the encryption key and algorithm negotiated during
the exchange.

Vil. IMAGE COMPRESSION

One of the most significant advances in recent years
is the integration of multimedia applications with
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computer programs and networks. With a click of a
mouse we can access photographs, pictures of classic
works of art on display in the Louvre, and even movie
clips from the Internet or a CD-ROM. While it may at
first seem a small step beyond the typical transmission
of words and sentences, multimedia applications
would simply not be feasible without some very so-
phisticated compression algorithms.

Pictures, whether they are photographs or images
on a computer screen, are made up of a lot of very
small dots called picture elements or pixels. The sim-
plest images are made up of black and white dots and
can be represented by using a 0 or a 1 for each pixel.
Representing color images is more complex and there
are different approaches. One approach uses three 8-
bit groups (one for each primary color) for each pixel.
The combination of the three groups can produce
virtually any color in the visual spectrum.

JPEG is an acronym for the Joint Photographic Ex-
perts Group. It is a group formed as a cooperative ef-
fort by the ISO, ITU, and IEC. A compression stan-
dard, commonly known as JPEG compression, is used
to compress both gray scale and photographic-quality
color images. JPEG is lossy—the image obtained after
decompression may not be the same as the original.
Whereas information loss is unacceptable in cases such
as the transfer of executable files, some loss may be tol-
erable if the file contains an image. The reason is that
small differences in color may not even be noticeable.

JPEG compression consists of three phases: dis-
crete cosine transform (DCT), quantization, and en-
coding. It begins by dividing an image into arrays in
which each element is an 8 X 8 block of pixels. A
DCT is applied to each array and transforms one ar-
ray into another. The details are complex, but the
idea is that the resulting array contains a collection of
values called spatial frequencies. These values relate
directly to how much the original pixel values change
as a function of their positions in the image. In effect,
they are a measure of pixel and color variation. If
there is little variation, spatial frequencies have simi-
lar values. The net result is that for pictures that have
little variation locally, the DCT will create an array
with a lot of redundancy, a necessary characteristic for
compression.

The quantization phase provides a way of ignoring
small differences in an image that may not be per-
ceptible. It defines yet another two-dimensional array
by dividing each spatial frequency value by some num-
ber and rounding to the nearest integer. Because of
the rounding the original values can never be recap-
tured exactly and this is where the loss occurs. How-
ever, if done correctly, the loss is imperceptible to the
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human eye. The quantization phase will take spatial
frequencies that are similar and generate identical
numbers, creating even more redundancy for the
eventual compression.

The encoding phase finally does the compression.
The main function of the encoding phase is to lin-
earize the two-dimensional array created by the quan-
tization phase and compress it for transmission. If
done correctly and if the original picture has some
compressible components, this array typically has
many redundant values in it. The data can then be
compressed by sending a value followed by the num-
ber of occurrences, a technique called run-length
compression.

In summary, JPEG is complex, and the amount of
compression depends a great deal on the image and
the quantization phase, which is not prescribed by
JPEG but rather depends on the application. Under
the right conditions JPEG is known to produce com-
pression ratios of 20:1 and better (meaning the trans-
mitted file is 5% the size of the original).

Vill. VIDEO COMPRESSION

Motion, whether on the big screen, a television, a
video clip from a CD-ROM, or a monitor connected
to the Internet, is really no more than just a rapid dis-
play of still pictures. Standards for video differ world-
wide, but a common standard defined by the National
Television Standards Committee (NTSC) produces
motion by displaying still pictures at a rate of 30 frames
per second. This is fast enough to fool the eyes, giv-
ing the perception of true motion. Images produced
at rates much slower than that produce motion that
appears jerkier, which is reminiscent of some very old
movies.

The group that defines standards for video com-
pression is the Moving Pictures Expert Group (MPEG).
Like JPEG, it is the result of a cooperative arrange-
ment between the ISO, IEC, and ITU, and people of-
ten use the phrase MPEG compression when referring
to video compression. MPEG, however, is not a single
standard. In fact, there are several standards:

e MPEG-1, formally known as ISO/IEC-11172, was
designed for video on CD-ROM and early direct
broadcast satellite systems.

e MPEG-2, formally known as ISO/IEC-13818 is
used for more demanding applications such as
multimedia entertainment and high-definition
television (HDTV) and was also adopted by the
Satellite Broadcasting Industry.
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¢ MPEG-4, formally known as ISO/IEC-14496, is
intended for videoconferencing over low-
bandwidth channels.

* As of this writing work is progressing on MPEG-7,
which is designed to support a broad range of
applications and is based on the fact that
multimedia data will occupy an increasing amount
of bandwidth as we progress into the 21st century.
MPEG-7 will provide multimedia tools for defining
and accessing content and would allow, for
example, searching for songs by humming a tune
into a PC’s microphone, searching for images by
sketching a graphic known to be in the image, or
scanning a company logo and searching a
multimedia database of commercials to determine
which ones display the logo.

* Work is also in progress on MPEG-21. There are
many players in the multimedia field and each
may use their own models, rules, and procedures.
MPEG-21 would define a common framework,
facilitating interaction and cooperation between
the different groups.

At this level we do not worry about the different
MPEG variations and provide a brief overview of video
compression defined by MPEG-1 (which we will, from
this point on, refer to as MPEG).

Since video is actually a series of still pictures, JPEG
compression or a variation of it can be used to com-
press each image. However, using only JPEG com-
pression for each still picture does not provide suffi-
cient compression for most applications.

‘What makes MPEG feasible is additional redundancy
(temporal redundancy) found in successive frames.
Basically, this means that no matter how much action
you see in a video, the difference between two consecu-
tive frames is usually quite small. Essentially, MPEG is
based on a technique that sends a base frame and then
encodes successive frames by computing the difference
from the base frame and compressing and transmitting
it. When differences are small, there is little data to send.
The receiving end can reconstruct the frame based on
the first base frame and the differences it receives.

Of course MPEG is more complex than that. Cal-
culating differences with prior frames works well to
place figures that are moving across your view, since
those figures are in a prior frame. But it does not work
well for images that were not in a prior frame. For ex-
ample, a completely new scene cannot be compressed
this way. Another example involves objects hidden be-
hind someone who is moving. As a person moves across
a scene, objects that were hidden behind the person
in a previous frame come into view in successive frames.
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MPEG identifies three different types of frames:

¢ I-frame (intrapicture frame). This is a self-
contained frame that is, for all intents and
purposes, just a JPEG-encoded image.

¢ P-frame (predicted frame). This frame is similar
to what we have just discussed in that it is
encoded by computing differences between a
current and a previous frame.

e B-frame (bidirectional frame). This is similar to a
P-frame except that it is interpolated between a
previous and a future frame.

A typical sequence for frame transmission is:

I{rame — two B-frames — P-frame — two B-frames
— I-frame.

In general, the number of B-frames can vary, but
typically there will be one P-frame between two groups
of B-frames. The P-frame is essentially a difference
from the prior I-frame, and the B-frames are interpo-
lated from the nearest I- and P-frames. So, for exam-
ple, the first two B-frames are interpolated from the
first Iframe and the P-frame. The last two B-frames
are interpolated from the last I-frame and the P-frame.

IX. OPEN SYSTEMS INTERCONNECT

Some may think that the primary problem in estab-
lishing communications between two computers is sim-
ply making sure that the data get from one to the other.
However, different computers are often incompatible,
using different ways to represent the same informa-
tion. Consequently, getting data from one computer to
the other is only part of the problem. As a result, com-
plex protocols are layered. That is, the information at
one end goes through different steps where it may be
changed or packaged before being sent to the other
end. Protocols at the other end reverse the process and
recast the data to represent the original information.
Typically, each step is independent of the one above
and below it, thus allowing each step to be designed,
tested, implemented, or changed without knowledge
of how the step above or below is implemented.

The ISO has addressed the problem of allowing
many devices to communicate and has developed its
Open Systems Interconnect (OSI) model. The OSI
model has not been a commercial success, having
been overshadowed by the protocols on which the In-
ternet runs. Consequently, some have argued that the
OSI model is dead and is no longer of use. Others
counter that even though it is not a commercial suc-
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cess, it does define a framework in which communi-
cation protocols can be studied and understood.

The OSI model is a seven-layer model (Fig. 4).
Each layer performs specific functions and communi-
cates with the layers directly above and below it.
Higher layers deal more with user services, applica-
tions, and activities, and the lower layers deal more
with the actual transmission of information.

Figure 4 shows how two sites would communicate
via the OSI model. Each layer communicates logically
with its counterpart at the other site. Physically, each
layer communicates with the layers immediately above
and below it. When a process wants to send informa-
tion, it starts by handing it over to the application
layer. That layer performs its functions and sends the
data to the presentation layer. It, in turn, performs its
functions and gives the data to the session layer. This
process continues until the physical layer receives the
data and actually transmits it through some network.

On the receiving end, the process works in reverse.
The physical layer receives the bit stream and gives it
to the data link layer. The data link layer performs
certain functions and sends the data to the network
layer. This process continues until the application
eventually receives the information and gives it to the
receiving process. The two processes appear to com-
municate directly, with each layer appearing to com-
municate directly with its remote counterpart. In re-
ality, all data are broken into a bit stream and
transmitted between physical layers.

The highest layer, the application layer, works di-
rectly with the user or application programs. The ap-
plication layer provides user services such as e-mail,
file transfers, or remote logins. For example, in a file
transfer protocol the application layer on one end
should appear to send a file directly to the application
layer on the other end independent of the underly-
ing network or computer architectures.

The presentation layer is responsible for present-
ing data in a format its user can understand. For ex-
ample, suppose two different computers use different
numeric and character formats. The presentation
layer translates data from one representation to an-
other and insulates the user from such differences. In
effect, the presentation layer determines the differ-
ence between data and information. The presenta-
tion layer can also provide security measures. It may
encrypt data before handing it to the lower layers for
transfer. The presentation layer at the other end would
decrypt the data after receiving it. The user need
never know the data had been altered.

The session layer allows applications on two differ-
ent computers to establish a session or logical con-
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Figure 4 The OSI Model.

nection. For example, a user may connect to a remote
system and communicate by alternately sending and
receiving messages. The session layer helps coordi-
nate the process by informing each end when it can
send or when it must listen. This is a form of syn-
chronization. The session layer also handles error re-
covery. For example, suppose a user is sending the
contents of a large file over a network that suddenly
fails. When it is operational again, the transfer may re-
sume from a point prior to the failure rather than
starting at the beginning.

The fourth layer is the transport layer. It is the low-
est layer that deals primarily with end-to-end commu-
nications (the lower layers deal with the network it-
self). The transport layer on one side divides data into
segments and sends them to the transport layer on
the other side. The receiving transport layer ac-

knowledges their receipt, extracts the data, and gives
them to the session layer above it.

It sounds simple, but the process is more complex.
For example, since the transport layer makes no as-
sumptions about the underlying network, it is possi-
ble for the segments to arrive out of order. The
receiving transport layer must then resequence them.
Lost or damage segments are also possible, and the
receiving transport layer must inform its sending
counterpart that these segments are missing or dam-
aged and should be resent.

Transport layers can also implement flow control, an
algorithm that controls the number of segments that
can be sent before an acknowledgment for them has
been received. By sending a limited number of segments
at a time, the transport layer can respond to congested
networks and make more efficient use of buffer space.
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The network layer defines the communications sub-
net, the collection of transmission media and switch-
ing elements required for routing and data transmis-
sion. One of the network layer’s most important
functions is routing. If site A needs to send informa-
tion to site B (Fig. 5), then, assuming A is not con-
nected directly to B, the information must pass
through intermediate nodes. In complex networks
there may be many choices. For example, in Fig. 5
there are many ways to travel from site A to site B.

Software that implements routing strategies run on
routers at each intermediate node. The router re-
ceives information and determines to which node it
should send it. Usually, the choice is made based on
trying to find the shortest or cheapest path or trying
to avoid heavily congested nodes. Many routing strate-
gies are adaptive, which means that the best choice
varies with time. A route that may be optimal at one
time may become congested later.

The data link layer supervises the flow of informa-
tion between adjacent network nodes. It uses error
detection techniques to ensure that a transmission
contains no errors. If the data link layer detects an er-
ror, it can request a new transmission. It also imple-
ments flow control algorithms to regulate the rate at
which data is sent. This is similar to flow control in
the transport layer, but is more local in scope. The
data link layer also recognizes a format. Data are of-
ten transmitted in frames, which consist of a group of
bytes organized according to a specified format.
Frames contain necessary information such as ad-
dresses and other control information.

Finally, the physical layer transmits data bits over a
network. It is concerned with the physical or electrical
aspects of data communications. For example, is the
medium copper cable, optical fiber, or satellite com-
munications? How can data be transferred physically
from one point to another? The physical layer transmits
data bits received from the data link layer in streams
without regard to their meaning or format. Similarly, it
receives bits without analyzing them and gives them to
the data link layer.

Figure 5 Network routes.
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X. SYSTEMS NETWORK ARCHITECTURE

Another layered protocol is IBM’s Systems Network
Architecture (SNA). SNA is of interest because its 1974
release predates OSI. In addition, it was probably the
most widely used proprietary network architecture.
Originally it was designed to connect a single host with
terminals, but was updated in 1976 to allow multiple
hosts to communicate. In 1985 another update in-
cluded the support of LANs and arbitrary topologies.

The SNA protocol has seven layers, but some refer-
ences present SNA as a six- or even a five-layer proto-
col. The discrepancies occur because some people do
not consider the lowest or highest layers to be part of
the SNA. In some of the older versions the upper two
layers were considered one. On the surface the SNA re-
sembles the OSI model, which is not surprising, be-
cause both are designed to connect a variety of devices.
SNA is prelnternet and was important in mainframe
environments. With the declining use of mainframe
computers and heavy dependence on client-server com-
puting and LAN/wide area network (WAN) technol-
ogy, SNA is less important than it once was.

XI. TRANSMISSION CONTROL
PROTOCOL/INTERNET PROTOCOL

The Internet connects many devices, each of which
runs a protocol known as transmission control proto-
col/internet protocol (TCP/IP). TCP and IP corre-
spond roughly to layers 4 and 3 of the OSI model, re-
spectively, although they are not part of the OSI
model. They were developed along with the Depart-
ment of Defense’s (DoD) Advanced Research Projects
Agency (ARPA) project and have become DoD stan-
dards. TCP/IP is probably the most widely imple-
mented protocol in the world and runs on almost any-
thing from PCs to supercomputers.

The TCP/IP pair of protocols is part of a protocol
collection called the TCP/IP protocol suite (Fig. 6).
TCP provides connection-oriented services for higher
layer applications and relies on IP to route packets
through the network in order to make those connec-
tions. These applications, in turn, provide specific ser-
vices for Internet users. For example, simple mail trans-
fer protocol (SMTP) defines the protocol used for the
delivery of mail messages over the Internet. The
TELNET protocol allows users to log in to remote com-
puters via the Internet. The file transfer protocol (FTP)
allows Internet users to transfer files from remote com-
puters. The domain name system (DNS) provides a
mapping of host names to Internet addresses.
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Figure 6 TCP/IP protocol suite.

TCP is a connection-oriented transport protocol
designed to provide reliable communications over
different network architectures. Similar to its coun-
terpart in the OSI model, TCP implements flow con-
trol and error detection algorithms. Its predecessor in
the original ARPANET was the network control pro-
tocol (NCP), which was designed to run on top of a
reliable network. ARPANET was sufficiently reliable,
but as it evolved into an internetwork, reliability was
lost. Consequently, the transport protocol was forced
to evolve as well. NCP, redesigned to run over unreli-
able networks, became TCP. The user datagram pro-
tocol (UDP) provides a connectionless mode of com-
munication over dissimilar networks.

The IP is a layer 3 protocol designed to provide a
packet delivery service between two sites. It is com-
monly used with TCP. Figure 7 shows how it works
with TCP. Two sites (A and B) need a connection-
oriented service requiring the transmission of some
data. To begin, the TCP protocol at site A creates a
TCP segment containing the user’s data and “sends”
the segment to site B. If all goes well site B will ac-
knowledge what it receives. From the TCP’s point of
view it has made a direct connection with site B (dot-
ted line). IP, however, intercepts the segment and cre-
ates an IP packet containing the TCP segment and,
among other things, the destination address. It sends
the packet to a router. Each router in the Internet ex-
ecutes routing algorithms that determine where a
packet is sent next. When the packet eventually ar-
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rives at site B, the TCP segment is extracted and the
transmission is complete.

Of interest is that no router knows the complete
path that the packet takes. Instead, each one knows
only, that given a destination, what router is the next
link toward that destination. There are many routing
algorithms, and there are difficulties in dealing with de-
veloping congestion or packets that circulate among
routers without making progress toward their final des-
tination. In fact, IP will not guarantee delivery of any
packet, having the ability to simply discard a packet that
has been circulating for too long. However, that is not
usually a problem since TCP provides the acknowledg-
ment and resending mechanisms that respond correctly
if expected information does not arrive.

XIl. INTERNET PROTOCOL VERSION 6

The original purpose of the Internet was to connect
computers and exchange data. Consequently, proto-
cols were developed to accomplish this primary goal.
The problem is that connecting computers is not the
only goal of a global network, and therefore, different
protocols must emerge to meet these new goals. Just as
the PC was the phenomenon of the 1980s, multimedia
and video applications were and will be the phenom-
ena of the 1990s and the early 21st century. Entertain-
ment and digital technology continue to blend together
to create new demands on global networks.

Mobility is another development. In the current In-
ternet the vast majority of devices never change loca-
tions. They may move from one office to another, but
that is a problem for local management. From the
IP’s perspective, they remain in fixed locations. How-
ever, this is changing. Mobile computers and satellite
technology are providing the means for any two de-
vices to communicate from anywhere in the world.
The protocols must develop to allow millions of pairs
of devices to make connections from arbitrary loca-
tions. Many also see current technologies such as cell
phones, pagers, and portable computers eventually
merging into a personal communication device that
serves a variety of needs. Making telephone calls or
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Figure 7 Relationship between TCP and IP.
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being paged are obvious ones, but many see the day
when such a device can do many other tasks. Homes
may be equipped with computerized devices with
which you can communicate. If you are getting home
later than you planned, you might use a personal com-
munication device to turn on the lights at home or
start the oven. A sensor system might send a signal to
you if you left without locking all the doors or turn-
ing off the lights, which, of course, you could correct
using the same system. You will be able to plug the de-
vice into a portable computer and download files from
any other remote computer to which you have access,
all without benefit of a telephone.

Security is another issue. The IP is not secure. This
is why passwords, authentication techniques, and fire-
walls are so important to many applications. People
recognize that packets arriving on the Internet can
come from virtually anywhere and that strong mea-
sures are necessary to protect their resources. The
past years have seen enough examples of fraud and
hacking into private computers to suggest that secu-
rity will always be a concern.

People have been thinking about these ideas for
many years and the concepts are certainly not new. In
1991, the IETF began looking at the issue of chang-
ing the existing IP and creating a next-generation IP
informally referred to as IP next generation (IPng).
In an attempt to get the computing community in-
volved, they invited various professionals (researchers,
manufacturers, vendors, programmers, etc.) to sub-
mit proposals. An appointed committee, called the
IPng directorate, evaluated the proposals and rejected
many because they served special interests or were
just too complex. However, one proposal included a
design called simple Internet protocol (SIP), which
was extended to use ideas described in other propos-
als. The resulting protocol was named simple Internet
protocol plus (SIPP).

In 1994 the IETF met in Toronto and, based on the
recommendations of the IPng directorate, selected
SIPP as the basis for the next-generation IP, which
would be formally known as IP version 6 (IPv6). Later
in the year the Internet Engineering Steering Group
approved it, and the following year the group entered
the protocols into the IETF standard process.

IPv6 performs the same primary functions as IPv4
(current IP protocol), providing a connectionless
routing capability. However, it has added capabilities,
such as authentication and encryption, not available
in IPv4. It also increases the address space dramati-
cally and simplifies the headers to make routing more
efficient. There are other factors that also contribute
to more efficient routing. IPv4 had to deal with frag-
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menting and reassembling packets that were too large
to travel some networks. Intermediate nodes under
IPv6 nodes no longer fragment and reassemble pack-
ets. There is also no error detection capability in IPv6,
unlike IPv4, thus relieving routers of another time-
consuming task. IPv6 also defines the concept of a
flow, which defines a sequence of packets that it guar-
antees to deliver in order. This is particularly useful in
real-time applications where no time is spent rear-
ranging packets that may have arrived out of order.
The flow concept can also decrease the amount of
time routers need to make routing decisions.

Xill. MEDIUM ACCESS AND
LOGICAL LINK CONTROL

We now turn our attention to LANs. To fully under-
stand IEEE LAN standards, it is important to under-
stand where they fit in a layered design. Specifically,
the data link layer is responsible for accurate com-
munication between two nodes in a LAN. This in-
volves frame (LAN transmission unit) formats, error
checking, and flow control, some of which are inde-
pendent of a specific LAN standard.

As a result, the data link layer is further divided
into two sublayers, the logical link control (LLC) and
the medium access control (MAC) (Fig. 8). The LLC
handles logical links between the stations, whereas
the MAC controls access to the transmission medium.
Primarily, the LLC provides service to the network
layer and calls on the MAC for specific tasks. The LLC
is also a standard (IEEE 802.2) and is based on a high-
level data link control (HDLC) protocol.

HDLC is a bit-oriented protocol that supports both
half-duplex and full-duplex communications. It defines
frame formats and implements flow control among
other activities as it supervises the exchange of data be-
tween two devices. We note that there are many other
protocols that are very similar to HDLC. They are:

¢ Synchronous data link control (SDLC). HDLC was
derived from SDLC, which was developed by IBM
in the early 1970s. IBM had submitted SDLC to
the ISO for acceptance. ISO modified it and
renamed it HDLC. Effectively, SDLC is IBM’s
equivalent to HDLC. (If you sit on the other side
of the fence, HDLC is the ISO’s equivalent to
SDLC.) SDLC is part of IBM’s SNA and was
commonly used in IBM terminal-to-computer
communications.

¢ Advanced data communications control procedure
(ADCCP). IBM also submitted SDLC to the ANSI
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for acceptance. They modified it and renamed it
ADCCP.

Link access protocols (LAPs). There are several
LAPs. The ITU adopted and modified HDLC for
use in its X.25 network interface standard.
Originally, it was labeled LAP, but subsequently was
changed to LAPB (B for balanced). It allows devices
to be connected to packetswitched networks. A
variation on LAPB is LAPD, the link control for the
Integrated Services Digital Network (ISDN). The
ISDN is an entirely digital communications system
defined by the ITU that was originally designed to
eventually replace the telephone system.

XIV. ETHERNET: IEEE STANDARD 802.3

The MAC sublayer is where LAN technologies differ.
The IEEE 802.3 standard is a MAC protocol imple-
menting what is commonly known as the Ethernet.
Part of the Ethernet’s history dates back to 1973. In
his Ph.D. thesis, Robert Metcalfe described much of
his research on LAN technology. After graduation, he
joined the Xerox Corporation and worked with a
group that eventually implemented what became
known as the Ethernet. The Ethernet is named after
ether, the imaginary substance that many once be-
lieved occupied all of space and was the medium
through which light waves propagated.
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Later, the concepts of the Ethernet were written up
and proposed to the IEEE as a standard for LANS.
The proposal had the backing of Xerox, Intel, and
DEC. The IEEE eventually adopted it as a standard,
and it is now referred to as IEEE standard 802.3. It is
worth noting that two other proposals were made to
the IEEE at about the same time. One was backed by
General Motors and the other by IBM. They also be-
came standards known as IEEE 802.4 Token Bus and
IEEE 802.5 Token Ring.

There are many differences between the 802.3 Eth-
ernet and the two token-based LANs, but probably
the two most visible ones are the frame formats and
the protocol used to access the media.

An IEEE 802.3 frame (Fig. 9) contains the following:

® Preamble. A seven-octet (byte) pattern consisting of
alternating Os and 1s is used for synchronization.

e Start of frame delimiter. The special pattern
10101011 indicates the start of a frame.

¢ Destination address. If the first bit is 0, this field
specifies a specific device. If it is 1, the destination
address is a group address and the frame is sent
to all devices in some predefined group. If all bits
are 1, the frame is broadcast to all devices.

® Source address. Specifies where the frame comes
from.

® Data length field. Specifies the number of octets
in the combined data and pad fields.

¢ Data field. Self-explanatory.

¢ Pad field. The data field must be at least 46 octets.

If there is not enough data, extra octets are added

(padded) to the data to make up the difference.

Frame check sequence. Error checking using 32-

bit CRC.

To access the media, Ethernet uses carrier sense

multiple access with collision detection (CSMA/CD),
which is summarized as follows:

¢ If the medium is quiet, the device transmits the

frame and continues to listen.

e [f the device detects a collision (another device

may also send), it immediately stops transmitting
and sends a short jamming signal.

Number of octets
7 1 6 6

Start of frame | Destination| Source

Preamble | = o jimiter address | address

2 46-1500 4

Data field Data pag | Frame check

length sequence

Figure 9 An Ethernet frame.
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¢ If a medium is busy, the device waits until the
medium clears. When that happens the device
transmits with probability p, where 0 = p = 1. The
probabilistic transmission is used in case two or
more devices are waiting. If all devices transmitted
with certainty (p = 1) when the media cleared,
then, if there are two or more devices waiting,
additional collisions are guaranteed. If there is a
chance that one or more of the devices will not
transmit, then there is a chance that one device
will transmit successfully.

¢ After a collision the device waits a random
amount of time before trying to send again. An
algorithm called binary exponential backoff is
used to determine the length of time. A device
may experience several collisions before it
transmits a frame successfully. In theory, excessive
collisions can dominate, causing a cessation of all
transmissions. However, in practice, there are
safeguards in place to prevent that from
happening.

There are actually several different variations of
the Ethernet standard as defined by IEEE 802.3. They
differ, in part, by the physical connections and trans-
fer rates. The original proposal defined a 10-Mbps
transfer rate over 10Baseb cable, a 50-ohm, 10-
millimeter diameter coaxial cable. Some also called it
Thick Wire Ethernet or just ThickNet, a clear refer-
ence to the thick unwieldy cable. By today’s standards,
10 Mbps is antiquated and gigabit transfer rates are
common. To keep up with changing technology, the
IEEE 802.3 group has defined many revisions of the
standard to utilize thinner cables, unshielded twisted
wire pairs (UTP), and optical fiber. Cables are desig-
nated by codes such as 100BASE-T, 100BASE-F, and
even 1000BASE-T. The first number in the designa-
tion represents the transfer rate and the letter indi-
cates the type of medium (F for optical fiber and
T for twisted wire pair). So, for example, 1000BASE-T
defines a gigabit Ethernet over twisted wire pair and is
defined by IEEE 802.3z. Despite the improvements in
speed and equipment, new standards must remain back-
ward compatible with old standards to allow integration
of new technologies with the old.

XV. TOKEN RING: IEEE STANDARD 802.5

Devices on a token ring LAN are connected in a ring
and contention is handled through a token (a special
frame) that circulates among all the devices. When a
token arrives at a device, one of two things occurs. If
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a device does not have data to send, it passes the to-
ken to its neighbor. If a device does have something
to send, it claims the token, removes it from the ring,
and sends a frame in the token’s place. The frame
then travels along the ring and each device examines
the frame’s destination address. If the destination ad-
dress does not match the current device’s address, the
device passes the frame to its neighbor. If it does
match, the destination device copies the frame, sets
some status bits in it, and passes the frame to its neigh-
bor. The frame continues along the ring until it even-
tually arrives at the device that created it. This device
removes the frame from the ring, generates a new to-
ken, and puts the token back onto the ring.

The main advantage of a token ring over the Eth-
ernet is that there are no collisions and no bandwidth
wasted as a result. A disadvantage is that a token ring
requires more maintenance. Device failures can result
in a token not being put on a ring or a data frame not
being removed from the ring. Either case will result
in a loss of communication, and procedures are built
into the protocol so that it recovers from such events.
Most believe that the disadvantages outweigh the ad-
vantages as token rings are rarely used anymore.

XVI. TOKEN BUS: IEEE STANDARD 802.4

The token bus standard combines features of the Eth-
ernet and the token ring protocols. For example, the
token bus operates on the same principle as the to-
ken ring. The devices are logically organized into a
ring and a token circulates among them. A device
wanting to send something must wait for the token to
arrive. Here, however, the devices communicate via a
common bus as in an Ethernet. Thus, in contrast to
the token ring protocol, the token contains a desti-
nation address that specifies which device gets it. Each
device monitors the bus and reads only those tokens
destined for it. Also, like the token ring network, to-
ken bus networks are rarely used anymore.

XVIl. WIRELESS LOCAL AREA NETWORKS

One of the more interesting emerging technologies is
wireless communication. The last decade saw enormous
growth in the use of cellular telephones and spawned a
new generation of people who enjoy the freedom to
communicate independent of their location. Although
used primarily for cell phones and pager systems ini-
tially, wireless communication has now enabled the wire-
less network, a system that allows PCs and other typical
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network devices to communicate without a physical con-
nection. It promises a whole new world of applications
where cabling is impractical or for people who rarely
stay in one spot. The wireless connection also allows
equipment to be moved easily without worrying about
disconnecting and reconnecting wires.

Two approaches are infrared and radio waves. In-
frared waves are electromagnetic waves with frequen-
cies just below those of visible light. Devices are
equipped with light emitting diodes or laser diodes
that emit infrared light waves. These waves may be di-
rected toward a receiver or reflected off walls and ceil-
ings. It is similar to using a remote control to turn on
the television or change the channel. There are some
advantages to infrared systems. For example, infrared
signals are not regulated by the Federal Communica-
tions Commission (FCC) as radio signals are. This
means that licensing is not required to use infrared-
based equipment. Another advantage is that infrared
signals do not penetrate solid objects such as walls.
That makes them more secure from outside eaves-
droppers. It also allows devices in different areas of a
building to use the same infrared signal without in-
terference. Infrared signals are also impervious to ra-
dio interference. However, nonpenetration of solid
objects is a disadvantage if an application calls for
communication beyond solid boundaries. Another
disadvantage is that infrared signals typically provide
lower bit rates than other technologies.

Wireless LANs can also use radio transmissions up
to 2.4 GHz (1 GHz = 10” cycles per second). A com-
mon wired network such as an Ethernet forms the ba-
sic infrastructure, connecting various network devices
such as PCs, printers, scanners, etc. However, another
component called an access point (AP), connected to
the wired network, acts as a bridge between the wired
and wireless networks. The AP receives information
from the wired network and broadcasts the informa-
tion to other devices within its range. Various proto-
cols are then used to ensure that the transmission
reaches the proper devices.

The IEEE has developed standards designated as
802.11 [http://grouper.ieee.org/groups/802/11/
index.html] for wireless networks. The standard in-
cludes a layer 2 protocol and several layer 1 specifica-
tions. The layer 2 protocol has some similarities with
those found in an Ethernet. It also provides for au-
thentication and privacy. There are actually three layer
1 specifications. Two involve communication using
spread spectrum radio waves, and the other uses in-
frared light waves. Spread spectrum radio involves
sending a radio signal over a broad frequency spec-
trum as opposed to a narrow one. One advantage is
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that it is more resistant to narrowband interference. An-
other is that the power level of a spread spectrum sig-
nal can be much lower than that of a conventional nar-
rowband signal. In some cases the power level can be
almost as low as background noise. Spread spectrum
signals also result in a secure transmission because only
devices that know how the signal was spread over the
frequency spectrum can receive and decode it.

Most of the above discussion has assumed the use
of typical network devices such as PCs, printers, scan-
ners, etc. However, some developers are developing
technologies that could forever change the way we
view network devices. Few people would think of their
wristwatch, oven timer, or videocassette recorder as
being network devices, but developers of the Blue-
tooth technology hope to change that. Bluetooth is
named after Harald Blatand (Bluetooth), a Viking
king who lived in the 10th century and unified Den-
mark and Norway.

The Bluetooth concept refers to a technology in
which a microchip containing a radio transceiver is
embedded in an electronic device. The intent, of
course, is to allow these devices to communicate with-
out wires or cables. Bluetooth began at Ericsson Mo-
bile Communication in 1994 when researchers stud-
ied ways to define a low-power, low-cost interface
between mobile phones and their accessories. In 1998
they formed a special interest group with IBM, Nokia,
Intel, and Toshiba, and today that group has grown
into an alliance of nearly 2000 companies. The IEEE
is working on a standard for wireless personal area
networks (IEEE 802.15) based on the Bluetooth tech-
nology. It would allow communication among hand-
held personal computers, personal digital assistants,
headsets, microphones, cell phones, and almost any-
thing that could be carried. Some even foresee the
potential of transferring information from one per-
son to another via physical contact using natural con-
ductive properties of the human body.

XVIIl. X.25 STANDARD

In the 1970s many European countries began to de-
velop public data networks (networks available to any-
one with a need for network services). The problems
they faced were different from those in the United
States where public networks could be developed in
large part by leasing existing telephone lines. In Europe
this could not be done easily due to problems inherent
in traversing communications systems across interna-
tional boundaries. Thus, instead of developing separate
and incompatible standards, European countries
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worked under the auspices of the ITU to develop a sin-
gle standard. One result was the public data network
service interface referred to as the X series of protocols.

The ITU X.25 standard defines the protocol between
two devices. The traditional names for these devices are
data terminal equipment (DTE) and data circuit-termi-
nating equipment (DCE), which are connected to a
public data network. Early versions focused mainly on
the asymmetric DTE-DCE relationship, but later ver-
sions recognized the need for peer-to-peer communi-
cations between two DTEs. X.25 defines a synchronous
transmission analogous to the three lowest layers of the
OSI. However, since most of the world uses the Inter-
net, X.25 is no longer common.

XIX. X.400 E-MAIL

The ITU-T issued its own standards for e-mail in 1984.
They are referred to collectively as the X.400 family
of standards and are analogous to the OSI application
layer. X.400 also forms the foundation of the ISO e-
mail system, MOTIS, and is the ISO analog to
TCP/IP’s SMTP. It is based on a model for message
handling systems illustrated by Fig. 10. The model has
four main parts: user agent (UA), message transfer
agent (MTA), message handling system (MHS), and
message transfer system (MTS).

Superficially, the UA interacts with the user and
essentially defines what the user can do. The MTAs de-
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fine a collection of nodes that execute a protocol to en-
sure proper routing of mail. They form the backbone
of the mail system, and their physical connections vary.
They play a role similar to that of routers in internet-
works, but operate at a higher layer. Collectively, the
MTAs form the MTS. The MTAs and UAs form the
MHS, which ensures the eventual delivery of mail.

The UA is the user interface. It has two main func-
tions. First, it routes messages between the user and
the local MTA, allowing the user to send and receive
mail. Second, it manages the message store (MS),
which is used to store messages. The UA performs its
functions at the request of the user and, to the user
at least, defines the system’s capabilities. Common UA
functions include send mail, list messages, reply, for-
ward, store, and delete. X.400 is no longer common,
but may still be found in some mail systems because
it is a standard.

XX. SIMPLE MAIL TRANSFER PROTOCOL

The standard mail protocol in the TCP/IP suite (In-
ternet) is the SMTP. It runs above TCP/IP and below
any local mail service. Its primary responsibility is to
make sure mail is transferred between different hosts.
By contrast, the local service is responsible for dis-
tributing mail to specific recipients.

Figure 11 shows the interaction between local mail,
SMTP, and TCP. When a user sends mail, the local

MTS: message transfer
system

MHS: message handling
system

Figure 10 The X.400 e-mail system.
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Figure 11 The SMTP.

mail facility determines whether the address is local
or requires a connection to a remote site. In the lat-
ter case, the local mail facility stores the mail (much
as you would put a letter in a mailbox), where it waits
for the client SMTP. When the client SMTP delivers
the mail, it first calls the TCP to establish a connec-
tion with the remote site. When the connection is
made, the client and server SMTPs exchange packets
and eventually deliver the mail. At the remote end
the local mail facility gets the mail and delivers it to
the intended recipient.

XXI. X.500 DIRECTORY SERVICES

As we know, e-mail systems allow users to send mes-
sages to others, but there is always one stipulation: the
e-mail address must be provided. Therefore, another
important issue is the mail directory or directory ser-
vice, which provides the address of an individual given
that he or she is unambiguously identified. It is simi-
lar to the telephone system—you can call almost any-
where in the world, but you must know the number
first. If you do not know the number, resources such
as telephone books or directory assistance can help,
but even they are restrictive. Telephone books can be
up to a year out of date. Using directory assistance re-
quires that you first know the city in which the desired
person resides.

After developing the X.400 standards, the ITU-T
wanted to define standards for a directory with func-
tions similar to those of the telephone directory. The
result is the X.500 directory service standard, which
has several important features:

¢ Distributed directory. The actual directory would
be distributed across many sites throughout the

world. It appears as a single centralized directory
to each user (Fig. 12), but it is located and
maintained at physically separate sites.
Hierarchical structure. This is similar to the
telephone system, in which the area code defines
a geographic region. Even within the region,
telephones with the same three-digit prefix tend
to be from the same area of town.

Consistency. Some call it a homogeneous name
space. Basically, it means that all users see the
same information presented the same way. On a
global scale this is a daunting requirement.
Telephone numbers in the United States all have
the same format, but the format changes for
international calls.

Address lookup service. Again, it is similar to the
telephone service, but more general. The user
could get an address by specifying a variety of
items that uniquely identify a person, for example,
the person’s name, where he or she works, the
department he or she is in, or his or her
telephone extension. Services also include abilities
similar to those provided by the Yellow Pages. A
user could get a range of addresses for businesses

Distributed
directory

Figure 12 Distributed directory.
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providing a particular type of service or addresses
within a particular department in a large
company.

The structure of the X.500 directory is primarily a
distributed hierarchy. That is, it has a logical hierar-
chical structure (tree), but parts of the tree are main-
tained at different sites. Collectively, all of the infor-
mation in the directory is called the directory
information base (DIB). The DIB consists of entries,
each of which contains information about a real-world
entity such as a country, company, department, or
person. The entries are organized in a hierarchical
fashion and form the directory information tree
(DIT). The distributed aspect means that different
branches of the tree are maintained by different or-
ganizations, but collectively the hierarchy is main-
tained. Each entry contains attributes describing the
object it represents. Therefore, to specify an object
represented in the DIB, a user must uniquely identify
attributes of the entries leading to it.

Figure 13 shows an example of a DIT. Here, second-
level nodes correspond to countries, third-level nodes
correspond to organizations within a country, fourth-
level nodes correspond to departments within an
organization, and fifth-level nodes correspond to a per-
son within a department. The information shown means
that Mary Smith works as a senior engineer in the en-
gineering department at the ACME corporation in the
United States. Thus, if someone wanted to send e-mail
to Mary Smith, he or she would specify the following:

C = US, O = ACME, D = engineering,
N = Mary Smith

This format represents a keyword approach to ref-
erencing directory information, using C for country,
O for organization, D for department, and N for
name. The keywords and attributes define a path from
the tree’s root to the desired entry. If there were sev-
eral Mary Smiths working in the same department,

Root

us UK

AT&T ACME Internal Revenue

Service

Customer . Engineering - Marketing

Service

Mary
Smith

Sr. Engineer 55(2_1122)3 4

Figure 13 Directory information tree.
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the format would require additional attributes speci-
fying the proper Mary Smith. These could include
Mary Smith’s title, telephone number, or postal ad-
dress. Somewhere there must be an attribute distin-
guishing the two Mary Smiths.

XXIl. ASYNCHRONOUS TRANSFER MODE

The last protocol we discuss is asynchronous transfer
mode (ATM), and it was designed, in part, to deal with a
quality of service (QoS) issue. For example, some data
transfers such as real-time video and voice feeds can tol-
erate small losses of information, but not transmission de-
lays. Others, such as the transfer of executable files can
tolerate delays in transfer, but absolutely no loss of infor-
mation. The QoS issue means providing the type of ser-
vice to a user consistent with needs. The ATM protocol
will guarantee a QoS for real-time video and voice traffic.

To the user ATM is designed to resemble the cir-
cuit-switching technology of telephone systems in that
everything appears to work in real time. However,
ATM represents a complete departure from such cir-
cuit-switching technology. For example, it maintains
the capability of routing individual packets of data.
The following items describe the primary attributes of
an ATM network:

Connection oriented

Packet switching

Fixed-size packets called cells

High-speed, low-delay transmission of cells
Cells will not arrive out of order

Speeds of 155.5 Mbps (this is the data rate
necessary for full-motion video) or 622 Mbps
(four 155.5 Mbps channels); as the technology
evolves, the future no doubt will see gigabit per
second rates

® Designed in large part for real-time video and
voice applications

In general, ATM works by initially setting up a con-
nection between two sites, during which a virtual cir-
cuit between them is established. In ATM terminology
this is called signaling. It is based on the ITU-T
protocol Q.2931. The virtual circuit corresponds to a
specific path determined during signaling, and all
cells sent through the virtual circuit follow the same
path. When the transmissions are complete, ATM pro-
tocols include a disconnect phase.

One of the unique aspects of ATM is that it trans-
mits all information in 53-byte cells (48 bytes of data
plus 5 header bytes). There are several advantages of
transmitting information in small fixed-size packets.
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First, it is simpler. Programmers learn this fundamen-
tal fact early. Writing software that manipulates fixed-
size units is easier than writing software that deals
with variable-sized units. There are just fewer checks
to make. This, of course, simplifies both the hardware
and software required to do the job and also keeps
the costs lower.

A second advantage of having small cells is that
one cell will not occupy an outgoing link for lengthy
periods. For example, suppose a switch just began for-
warding a cell when another high-priority cell arrives.
High priority typically means it can move to the front
of an outgoing queue, but it will not interrupt trans-
mission of a cell already in progress. Consequently, it
must wait for the transmission to be complete. If that
cell is large, then the time the high-priority cell must
wait is longer. A smaller cell means the high-priority
cell gets out quicker.

Central to ATM technology are the virtual circuit
and virtual path. A virtual circuit represents a logical
connection between two end points. For example, in
Fig. 14 there is a logical connection between each of
A and X, B and Y, and C and Z. However, each con-
nection corresponds to the same path defined by the
switches in the figure.

Each cell contains a 12-bit virtual circuit ID and a
16-bit virtual path ID. The ATM switches forward cells
based solely on the 16-bit virtual path ID. Making
decisions based on a 16-bit number instead of a full
28-bit identifier allows switching to occur more quickly.
Again, this is a major goal of the ATM. Using 16-bit
numbers instead of 28-bit numbers also keeps internal
switching tables smaller (a maximum of 2'° entries as
opposed to 2°% entries). The circuit ID is needed only
when the cell arrives at the last ATM switch, which
must forward the cell directly to the user.
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Another advantage of using both circuit and path
IDs is realized if there is a problem in a link. For ex-
ample, suppose 100 connections have been established
that all use the same path. If a problem develops along
the path, a new one must be found. If switching were
based on a 28-bit number, then the internal tables for
each new switch in the alternate route would require a
new entry for each connection. In this case 100 changes
to each table would be made. However, since switching
is based on just the path ID and all connections use the
same path, each table requires just one change to ac-
commodate all the connections.

We finish by outlining the ATM adaptation layer
(AAL), an interface between higher layers and the
ATM layer, which sits just above the physical layer
(Fig. 15). It consists of two sublayers: the segmenta-
tion and reassembly (SAR) sublayer and the conver-
gence sublayer (CS). The CS’s responsibilities depend
on the type of information the applications at higher
levels generate. Generally, some application at a
higher layer generates data, which we view as a byte
stream. The CS extracts some of those bytes and adds
a header and trailer to create its own CS packet. The
SAR sublayer gets the CS packet and adds its own
header and trailer to create a 48-byte payload that
then gets stored into an ATM cell. It may seem that
the CS and the SAR sublayer do the same things in
that they add headers and trailers to data received
from a higher layer. While true, there are differences
in what those headers and trailers contain. Further-
more, that difference depends on the different AAL
types.

AAL types differ primarily in the classes of traffic they
will handle. AAL 1 deals with Class A traffic that requires
a constant bit rate (CBR) and strict synchronization be-
tween sender and receiver, such as that which might be

ATM [
switch

connection

connection

ATM
switch

ATM &
switch

Figure 14 Virtual circuits and virtual paths. Distinct virtual circuits exist between A and X, B and Y, C and Z. All

use the same virtual path.
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higher layers
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convergence
sublayer

segmentation and
reassembly sublayer

ATM layer

Physical layer
Figure 15 AAL sublayers.

used in real-time uncompressed video. AAL 2 deals with
Class B traffic that allows a variable bit rate (VBR), but still
requires synchronization. An example is real-time com-
pressed video. The pattern seems to suggest that AAL 3
and AAL 4 deal with Class C (connection oriented with
no time constraints) and Class D traffic (connectionless
with no time constraints). To some extent that was true,
because the ITU-T did develop an AAL 3 and AAL 4.
However, as development progressed, it became apparent
that there were no significant differences, so they elected
to combine them. One might think the result would be
labeled AAL 3%, but in fact it is called AAL 3/4. After AAL
3/4 was developed, some were concerned about what
they perceived as inefficiencies. Consequently, AAL 5 was
developed as a successor to AAL 3/4 and was also de-
signed to be used with Class C and Class D traffic.
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|. DESCRIPTIVE STATISTICS

II. GRAPHICAL REPRESENTATION OF DATA
[1. INFERENTIAL ANALYSIS

IV. HYPOTHESIS TESTING

GLOSSARY

confidence interval Gives an interval estimate of the
unknown population parameter (e.g., u) based on
a random sample from that population. The con-
fidence level (expressed as percentage) tells us how
probable it is that this interval contains the un-
known population parameter.

correlation A measure of the linear relationship be-
tween two variables. It is numerically expressed by
the Pearson product-moment correlation coeffi-
cient. This coefficient is scaleless and can take val-
ues between —1 and +1. The nearer the coeffi-
cient is to |11, the stronger the linear relationship
between the two variables.

hypothesis testing A process to test whether a speci-
fied (unknown) parameter of a population is in a
given range. Always two hypotheses are defined:
the null hypothesis H, and the alternate (research)
hypothesis H,. The statistical procedure that leads
to accept or reject the alternate hypothesis is based
on the sample information.

normal distribution The probability distribution of
many phenomena can be described by a bell-
shaped curve. This curve is called the normal dis-
tribution. It has two parameters: mean  and vari-
ance o”. Every normal random variable can be
transformed to the standard normal variable with
standard normal distribution whose parameters are
mean p = 0 and variance ¢* = 1.

quality control A set of statistical procedures used to
monitor and detect when a process goes out of
control.
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V. STATISTICS FOR QUALITY CONTROL
VI. LINEAR STATISTICAL MODELS
VIl. CONCLUSIONS

random variable Assigns numerical values to the out-
comes of an experiment. For each outcome only
one value can be assigned. A random variable can
be discrete (takes countable number of values) or
continuous (takes values from an interval).

regression analysis Concerned with the relationship
between a dependent variable and one or more in-
dependent variables.

statistics The science of data that involves collecting,
summarizing, analyzing, and interpreting data for
prediction and other decision purposes.

time series analysis A time series is a set of numbers
on a variable of interest observed over successive
periods of time. Time series methods use only his-
torical data to provide forecasts for the future.

STATISTICS is the science of data. Statistical analysis
involves collecting, summarizing, analyzing, and in-
terpreting data. In our everyday life we are bombarded
with data such as the baseball batting averages, the
mean and median incomes of U.S. households, the
latest poll numbers on the presidential elections, the
consumer price index, and monthly car sales. The ba-
sic models used in statistical analysis are the descrip-
tive statistics. Descriptive statistics try to summarize
the different characteristics that a data set contains
and then present them in a convenient and useful
form. These descriptive statistics also help us to un-
derstand the nature and characteristics of the entire
population.

Statistics plays a very important role in designing,
developing, and manufacturing quality products
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through control charts and design of experiments.
Linear statistical models are a set of statistical models
that describe the mean of a variable as a linear func-
tion of one or more other variables. Regression analy-
sis, correlation analysis, analysis of variance, and time
series analysis are some of the commonly used linear
statistical models.

In our everyday life we deal with different statistical
models even though we may not realize it. For example:

¢ The U.S. Census Bureau
(http:/ /www.census.gov/hhes/income/histinc/h06.
html) states that the median household income for
the year 1998 was $38,885 and the mean was
$51,855. Why do they need two numbers to describe
the household income and what do they mean?

® Your primary care physician tells you that your
blood pressure is high. How does he or she know
that?

® On your way to work you like to listen to your
Walkman. The manufacturer of batteries you use
states that they last at least 10 hours. But you have
a feeling that they last less than that. How can you
find out whether the manufacturer’s claim or your
suspicion is correct?

All of these questions can be answered by analyzing
data using statistical models. Data usually refers to a
random set of observations (sample) from the popula-
tion or universe of the variable of interest, such as the
household income, the IQ of people in a community,
or the blood pressure of adult males. Usually a random
sample of size n values is denoted by x, %o, . . ., x,,. In
a random sample each element of the population has
an equal chance to be included in the sample, and
choosing one element to be included in the sample
has no influence on choosing another one. A random
sample is supposed to be representative, that is, it mir-
rors the characteristics of the population of interest.

I. DESCRIPTIVE STATISTICS

The basic models used in statistical analysis are the de-
seriptive statistics. All other models build on these ba-
sic models. Descriptive statistics summarize the pat-
terns or different characteristics that a data set
contains and then present them in a convenient and
useful form. This can be in the form of tables (fre-
quency table, stem-and-leaf display) or plots (his-
togram, barchart, pie chart, box-and-whisker plot).
Two of the most common and useful characteris-
tics of data are central tendency and variability. Three of
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the most commonly used measures of central ten-
dency for quantitative data sets are the (arithmetic)
mean (x), the mode, and the median. The mean is sim-
ply the average of the measurements in the data set.
The median is the middle number when the mea-
surements are arranged in ascending (or descending)
order. The mode is the most frequently occurring
measurement in the data set. If the distribution is
nearly symmetric (bell-shaped) these three measures
will be very close to one another. Otherwise we say
that the distribution is skewed. Why do we need all
three measures of central tendency? The mode is usu-
ally applied to nominal (categorical) data. If applied
to continuous data its value depends on how we group
the data (for large samples). The median is a charac-
teristic that is not affected by extreme values (very big
or very small). The mean, in contrast, is very sensitive
to both high and low values but is a better estimator
of the population central tendency in symmetric cases.
Our first example discusses these properties of mea-
sures of central tendency very well. We can say that
50% of the population in the United States has an in-
come lower than $38,885. This number, however, is
(much) lower than the mean of $51,855. The distri-
bution of household income is positively skewed and
as we can see the mean is influenced by the very high
incomes of a few households. Therefore, showing only
the mean would be misleading. As opposed to in-
come, test scores on the standardized exams such as
SAT or IQ) measures tend to be symmetrically distrib-
uted. In such cases the mean, the mode, and the me-
dian values would be close to one another.

To understand the characteristics of the popula-
tion, in addition to the central tendency of the data,
we may want to look at some measures of variability,
the degree of dispersion—the range, the interquartile
range, the variance, and the standard deviation. The
range is the difference between the smallest and the
largest value in our sample. The interquartile range is
the range between the 25th and the 75th percentiles
(the middle 50% of the data). The variance of a sam-
ple is defined as the sum of the squared distances
from the mean divided by the sample size minus 1:

i (x; — 75)2
_ =1

n—1

SZ

The standard deviation is defined as the positive square
root of the sample variance. The first two measures of
variability are easily understandable. How do we inter-
pret the second two? If the variance (or standard de-
viation) is small, the distribution is compact (i.e., most
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of the data points are clustered around the mean) and
for larger variances, the distribution is more spread
out. For symmetrical distributions, approximately 68%
of all data points fall within one standard deviation of
the mean (x £ s), 95% of all data points fall within two
standard deviations of the mean (x * 2s), and 99.7%
of all data points fall within three standard deviations
of the mean (x £ 3s). The most important and most
used distribution that is symmetrical is the normal dis-
tribution. Many statistical models are based on the nor-
mal distribution and “normality” has to be checked
prior to using a model. Some of our readers may hear
the term standard normal distribution. Its parameters are
mean p = 0 and standard deviation o = 1. Any nor-
mal distribution with mean w and standard deviation
o can be standardized using the formula:

X—p

Z:
o

Il. GRAPHICAL REPRESENTATION OF DATA

One of the most common graphical ways of repre-
senting univariate data is through a frequency his-
togram. In a frequency histogram the data are
grouped into several equidistant intervals. The data
are plotted with the value of the variable (widths of
the interval) on the horizontal axis and the number
of observations in each group on the vertical axis.
The histogram reveals the shape of the distribution of
the variable of interest. The shape of the distribution
can be symmetrical, positively skewed, or negatively
skewed as shown in Fig. 1.

A. Computer Outputs/Data Sets

Almost all of the time, data analysis is done using a
computer. Several statistical packages are available for
use on personal computers or mainframe computers.
Sophisticated statistical packages such as Statgraphics,
SPSS, and SAS provide programs to analyze a variety
of statistical models. Also, the commonly used Mi-
crosoft Excel package includes modules for some rou-
tine statistical models such as descriptive statistics and
regression analysis.

ExampLE 1

Most business schools require MBA program ap-
plicants to take a standardized test, namely, the GMAT
(Graduate Management Admission Test). The scores
on this test fall in a range from 200 to 800. We have
collected 100 GMAT scores of all the entering stu-
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Figure 1 (A) For symmetric distributions the mean, the me-

dian, and the mode are very close to one another. (B) For pos-
itively skewed distributions, the mean is higher than the mode
and the median as in the case of the household incomes.
(C) For negatively skewed distributions, the mean is smaller
than the median and the mode.

dents of the class of 2001 from a U.S. university. Note
that this is not a random sample of all the people who
took the GMAT or even of all the people who applied
to this school. These are the actual scores of all the
100 students who are admitted to this MBA program.
A histogram of these data is shown in Fig. 2. Also, the
summary statistics from the Excel software package
are given in Fig. 3.

ExXAMPLE 2

Service companies such as telephone service
providers always want to know how long people talk
on the telephone so that they can budget their capital
expenditure to provide the number of lines. One hun-
dred people were observed at a local public telephone
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Histogram GMAT_100
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Figure 2 The data seem to be symmetrical, although one
could argue that it is slightly positively skewed. In general, the
test scores on standardized tests such as the GMAT would be
normally distributed. In this case the data are slightly positively
skewed since this business school “screened” out the low GMAT
applicants.

and the time they spent in the telephone booths was
measured in seconds. Figure 4 shows a histogram of
the data, and the relevant summary statistics are given
in Fig. 5.

Mean 623.7
Standard Error 5.558968
Median 620
Mode 610
Standard Deviation 55.58968
Sample Variance 3090.212
Kurtosis -0.11916
Skewness 0.30793
Range 270
Minimum 510
Maximum 780
Sum 62370
Count 100

Figure 3 Some of the summary statistics are easier to under-
stand than the others. Mean, median, mode, standard devia-
tion, and variance have been discussed above. Minimum and
maximum are intuitive. Count is the number of data points.
Skewness of zero or close to zero would indicate symmetry. A
large positive or negative value for skewness would indicate a
nonsymmetrical nature of the data. A kurtosis value of zero
would indicate the distribution is close to normal. Standard er-
ror is the standard deviation of the sample mean (x).
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Histogram-Phone Calls
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Figure 4 Histogram for lengths of telephone calls. The distri-
bution is very highly skewed to the right. The average length of
the telephone call was 167 seconds and the median was only
140 seconds. The skewness is much different from zero (1.12).

lll. INFERENTIAL ANALYSIS

In our income distribution example, we knew the in-
come of every family in the United States and there-
fore the average and the standard deviation that is
calculated from the income are the parameters of the
population distribution of income in the United States

Phone calls

Mean 166.2279
Standard Error 11.83616
Median 140.6625
Mode #N/A

Standard Deviation 118.3616
Sample Variance 14009.47
Kurtosis 0.915601
Skewness 1.12525
Range 499.8548
Minimum 6.17717
Maximum 506.032
Sum 16622.79
Count 100

Figure 5 Summary statistics for duration of phone calls.
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in 1998. What if we did not have access to all values
of the distribution of our interest, as in our second ex-
ample with the blood pressure? It is impossible to
measure the blood pressure of every healthy person
in the United States or from all over the world. Would
then the calculation of the average and the standard
deviation from a random sample be good enough to
describe the population? Maybe, maybe not. In “sta-
tistical terms” we call these statistics, the sample aver-
age and the sample standard deviation, point estimates.
They have one major disadvantage and that is we do
not know how “good” they are. So we need some other
measure that will tell us how confident we will be in
using these quantities. Statistical models give us such
a measure—confidence intervals. We can calculate a
confidence interval for many characteristics (parame-
ter) based on our random sample.

Let us now focus on the confidence interval (CI)
for the mean of the random variable of interest. The
equation of CI for this parameter depends on the
sample size and the population distribution. If the
sample size is big enough (usually greater than 30)
then according to the central limit theorem the sampling
distribution of the sample mean is approximately nor-
mally distributed and we do not have to consider the
distribution of the original (parent) population. The
corresponding CI is given by the following formula:

g

Vi

When we have a small sample size but we know the
variance of the population o and the parent popula-
tion is normally distributed we can also use the above
formula. Usually ¢ is unknown and in the small sam-
ple case the actual CI is derived using the ¢, distri-
bution—Student’s distribution with (n — 1) degrees of
freedom. The actual formula is

N + *
X = Za/2

— o
x * Ifa/g * —

Vn
This formula is correct only if we can assume that the
population of interest has a normal distribution. Sev-
eral questions may arise:

e What if the distribution of the population is not a
normal distribution and we have a small sample
size? If the sample size is big enough we can use
the central limit theorem. If it is small, then our
calculations are limited. We can employ, for
example, Chebyshev’s inequality.

® What do z,,9 and {,,o mean? First, let us explain
the meaning of o/ Vnand s/Vn. They represent
the standard deviation of the sample mean. Now
recall the explanation of the standard deviation.
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The z, /9 * o/Vnis Zo /o times the standard
deviation of the sample mean. The z,,9 is the
100(1 — a/2) % percentile of the standard normal
distribution. Let us say we want to build an interval
that would contain the population mean w, 95% of
the time (5% of the time the mean will be outside
this interval). Then o = 0.05 and therefore we
have to plug in the value of % go5 = 1.96. That
means that the area under the normal curve from
1.96 to the right is 2.5%. Because of symmetry, the
area under the normal distribution to the left of
—1.96 is also 2.5%. The value of ¢,/ depends on
the degrees of freedom (d.f.). If our sample size is
20, then the corresponding value for 19 degrees of
freedom is %y o5 = 2.093.

¢ These two formulas are very similar, so what is the
main difference between them? The formula
using the ¢ distribution gives you a wider interval.
The t distribution is used when the population
standard deviation is unknown and thus has to be
estimated from the sample. This adds more
“uncertainty” or “variability” to the estimation
process and thus results in a wider CI. The higher
the sample size, the smaller the difference
between the confidence intervals using the normal
and ¢ values.

e What is the interpretation of a CI? If « = 0.05
then we say that we are 95% confident that the
population mean is in the calculated interval. If
we build a large number of confidence intervals
with the same sample size, 95% of those intervals
would contain the unknown mean .

Speaking in terms of blood pressure example, let’s
say that your primary care physician compares your
value of blood pressure with a 95% (or 90%) CI of
blood pressure of healthy people. If your blood pres-
sure is outside the CI of the population blood pres-
sure (too high or too low) then that may suggest to
the doctor that your blood pressure is abnormal and
may warrant some remedial action.

If we want to build a confidence interval for other
parameters, such as the standard deviation or the me-
dian, the most important thing is to find the sampling
distribution of that statistic. If we know the sampling
distribution we are able to find the corresponding
confidence interval.

One very common application of the CI is estimat-
ing public opinion on some social issue or predicting
election outcomes. National polls always solicit the
opinion of potential voters as to their preferences for
a particular candidate. The margin of error reported in
these polls is the half-widths of the CI for the popu-
lation proportion using a 95% level of confidence.



232

ExamprLE 3

In a recent survey of 1000 likely voters in the up-
coming election, 530 (53%) said that they would vote
for the democratic candidate (say, candidate A). The
margin of error is =3%. Everyday in newspapers and
on television we can see or hear statements of the
above nature. How do we relate to these results? How
did they come up with the margin of error and what
does it mean?

Let us explain this problem using techniques we al-
ready described in previous sections, for example, CI
calculation and distribution of the statistic. We will es-
timate the proportion (denoted by p) of the voters
that would be voting for candidate A. A sample of
n = 1000 voters gives a point estimate of p:

R 530

P 1000 0.53
A 95% confidence interval for p (using the normal ap-
proximation to the sampling distribution of §) is given
by the following formula:

LA =D _ 53+ 1.96

n
053(1=058) _ oo\ 031
1000

The 95% CI for the unknown proportion of voters vot-
ing for candidate A is given by (0.499, 0.561). Note that
the halfwidth of the confidence interval is 0.031 (3%),
which is the margin of error stated in the problem.

Most often the survey sample size is around 1000
and the margin of error is about £3%. If a smaller
sample size was used, say around 700 or less, the mar-
gin of error may go up to =4%.

P E zaye

IV. HYPOTHESIS TESTING

Consider the following situations.

1. A manufacturer of batteries claims that the
average life of its alkaline batteries is at least 10
hours. As mentioned before in our example, you
are not sure if these batteries really last 10 hours
and you want to test the manufacturer’s claim.

2. A corporate executive implemented a new
incentive system to improve productivity and
reduce absenteeism of the employees. How would
we test to see whether the incentive plan has
been effective?

3. Pharmaceutical companies always have to support
their claim that a new drug is effective in the
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treatment for a particular disease, to get approval
from the Food and Drug Administration. Based
on a limited clinical trial, how do they “prove”
that their new drug is effective?

In these examples, we have to accept (support) one
hypothesis (claim) over the other. In a statistical hy-
pothesis testing context the established fact is called
the null hypothesis (Hy) and the challenger’s claim is
called the alternate hypothesis (H,).

The statistical procedure that leads us to accept or
reject the alternate hypothesis is based on the sample
information. Since the decision about the unknown
population parameter is based on the sample, we are
likely to make one of two kinds of errors, as discussed
next.

In Table I, note that the Type I error (denoted by
a) is the same one introduced in the confidence in-
terval context. A Type I error is the probability of re-
jecting H, (accepting H,) when H, is true. Similarly,
a Type II error is the probability of rejecting H, when
H, is true.

In the American judicial system (and in many other
parts of the world as well) a person accused of a crime
is innocent until proven guilty. In the hypothesis test-
ing context the null hypothesis is that the person is
innocent (not guilty) and the prosecution has to prove
that the accused is guilty (alternate hypothesis). Crim-
inal cases involve jury trial and the prosecution has to
prove the accused is guilty “beyond a shadow of
doubt.” This implies that the value of the Type I error
() is very low. Because of such low values of «, of-
tentimes the guilty person could be released on a ver-
dict of “not guilty.” The jury trial is like the test pro-
cedure (collecting data and analyzing the data to
make the decision). When an innocent person is con-
victed of a crime, a Type II error has been committed.

The statistical test procedure involves (1) taking a
random sample of size n, (2) calculating the appro-
priate point estimator such as the sample mean (x) or
sample proportion (p), (3) calculating the appropri-
ate test statistic, and (4) making the decision to ac-
cept or reject the alternate hypothesis by comparing

Table | Types of Errors That Can Occur in
Hypothesis Testing

Situation

Decision H, is true H, is true

Accept H, Type I error (o) No error

Reject H, No error Type II error ()
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the test statistic with the appropriate table value at the
specified o level.

ExampPLE 4

Do unemployed people have poor mental health?
The Journal of Occupational and Organizational Psychol-
ogy (December 1992) published a study that investi-
gated the relationship between unemployment status
and mental health. A sample of 49 unemployed men
were tested for their mental health using a widely rec-
ognized test—the General Health Questionnaire
(GHQ). Lower values on this test indicate better men-
tal health and a score of 10 on this test is considered
to be normal. The sample mean and the sample stan-
dard deviation were x = 10.94 and s = 5.10. Does the
sample indicate that unemployed people have poor
mental health (i.e., higher GHQ values in this case)?

The null hypothesis is that unemployed people do
not have poor mental health. In this case Hy: w = 10
(or w = 10). The alternate hypothesis we want to test
is that H,: w > 10. Usually we set the a = 0.05. Note
that the sample average of 10.94 is higher than the
specified value of 10. Is this due to sampling varia-
tion? Is this difference statistically significant?

Because the sample size is big, we can use the nor-
mal approximation to the sampling distribution of
the sample mean, x. Also note that the alternate hy-
pothesis is one sided and therefore we have to make
a “slight” change in our decision process. Instead of
using z,,o we will use z, to find the critical value. At
a = 0.05, the z, 95 = 1.645 and the test statistic is

10.94 — 10
—— =129
5.1/V49

Since the test statistic (1.29) is less than the table value
(1.645), we conclude that there is no reason to reject
the null hypothesis. In other words, we do not have
enough evidence to reject the null hypothesis that un-
employed people do not have poor mental health.

7 =

A controversial topic is the specification of a value.
Routinely this value of a is specified as 0.05. Another
approach in hypothesis testing is calculating the ob-
served significance level, the p value. The p value is de-
fined as the probability of observing a test statistic
that is at least as contradictory to the null hypothesis
(in support of the alternate hypothesis) as the actual
value calculated from the sample data. In our case,
pvalue = P (z> 1.29) = 0.0985. Note that if we had
set our a value greater than the p value, we would
have rejected the null hypothesis and accepted the
alternate hypothesis. For example, if o = 0.1, then
z01 = 1.28 and the test statistic is greater than this
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z value and we would reject the null hypothesis. In
other words, the p value is the amount of Type I error
we are willing to live with in rejecting the null hy-
pothesis when the null hypothesis is true. For decision-
making purposes if the p value is less than the speci-
fied a value, we will accept the alternate hypothesis.

It is very important to understand the logic behind
the p value since every statistical software package
would give you the p value rather than tell you to re-
ject or not reject the Hy. The p value appears in re-
gression models, in analysis of variance, etc. The com-
puter program will give the observed confidence level
but it is up to the decisionmaker to say whether there
is enough evidence against the H, or not based on his
own allowable Type I error a.

V. STATISTICS FOR QUALITY GONTROL

Statistics plays a very important role in designing, devel-
oping, and manufacturing quality products. Manufac-
turing processes (or any other processes) have internal
variation, which is inherent in the process. For example,
if we are manufacturing bolts that are 1/2 in. in length,
do all the bolts produced by this process measure 1/2
in. in length? No. They will all be about this length. In
fact, the mean lengths of bolts produced by this process
will be 1/2 in. and the variance would depend on sev-
eral factors such as the precision of the machine, the
quality of raw material, the level of education, and train-
ing of employees. It is natural to assume that the lengths
of the bolts would have a normal distribution.

Sometimes the process may go out of control due
to failure of the manufacturing equipment, a bad
batch of raw material, human error, sudden changes
in power supply, etc. All of these causes are called as-
signable causes.

Statistical quality control techniques are designed
to monitor and detect when a process goes out of
control. One important tool in statistical quality con-
trol is the Shewart control chart. The power of con-
trol chart technique lies in its ability to separate all
quality variations due to the assignable causes from
natural variation.

A. X-Bar Charts and R Charts

We have stated before that the probability that a nor-
mally distributed random variable will have a value
outside 30 (three standard deviations) from the mean
is about 0.003 (0.0027 to be exact). Shewart’s control
chart is based on this principle. If we want to use this
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technique, we have to periodically monitor and mea-
sure the quality characteristics. For each period a
small sample of observations (usually size 3, 4, or 5)
is taken and both x and the range are calculated.
These are plotted separately on an x chart and R
chart. Three sigma limits are also drawn on the con-
trol charts. If any of the periodic observations are out-
side the three sigma limits or if they exhibit any pat-
terns, we need to go through an analysis to find out
if any assignable causes exist and adjust the process
accordingly. Figure 6 gives some typical x charts where
some assignable causes may exist.

Statistical packages can create x charts and R charts
and some of them can even tell if there are any con-
cerns connected with them (see comments in Fig. 6).
But they do not tell where the problem is and, again,
it is up to the decision-maker to find the origin of the
problem. The problem could be in new raw material,
new employee, problems with tools, etc.

Another area of statistics that plays a prominent
role in the design of quality is the analysis of variance
or design of experiments that we will address under lin-
ear statistical models (see next section).

VI. LINEAR STATISTICAL MODELS

If we want to know the assessed value of a house we
could collect information on the sale price of houses
sold in the neighborhood (a random sample) and can
estimate the price of a house using the statistical meth-
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Figure 6 Examples of control charts: (A) the last point is out-
side the three-sigma limit; (B) 9 points in a row are on the same
side of the center line; (C) 7 points in a row are constantly de-
scending; and (D) number of center line crossings is too many.
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ods described so far. A better approach would be to
predict the price of a house based on the living space
(square footage), number of bedrooms, the size of the
backyard, etc. So far we have assumed that the mean
of the variable we want to estimate is a constant. How-
ever, the mean could be a variable that depends on
several other variables. Linear statistical models are a
set of statistical models that describe the mean of a
variable as a linear function of one or more other vari-
ables. These models include regression analysis, cor-
relation, analysis of variance, and time series analysis.

A. Regression Analysis

In business, managers often make decisions based on
the relationship between two or more variables. For
example, after noting the relationship between sales
and advertising, a manager may want to predict sales
for a given level of advertising expenditure. In an-
other case, a public utility company may want to pre-
dict the demand for electricity or gas based on the re-
lationship between demand and temperatures. If data
can be collected on two or more variables, regression
analysis can be used to develop the equations that
show the relationship between these variables.

In regression terminology, the predicted variable is
called the dependent variable, usually denoted by Y, and
the predictor variable is called the independent vari-
able, denoted by X. Models containing only one inde-
pendent variable are termed simple linear regression
models and models with more than one independent
variable, denoted by X;, Xy, . . ., X}, are called multi-
ple regression models. Further, if the relationship be-
tween the dependent and the independent variable(s)
is assumed to be linear, the regression models used
are called linear regression models.

Technically, regression analysis estimates the rela-
tionship between the expected value (mean) of the in-
dependent variable [E(y)] and the dependent vari-
able. In simple linear regression, the predicted value
of the dependent variable is given by the equa